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Effect of Tip Gap and Squealer
Geometry on Detailed Heat
snn:;ss."ENki:: Transfer Measurements Over a

.e—mailzekkad@meAlsuA.edu High Pressure Turbine Rotor
David M. Kontrovitz Blade Tlp

Mechanical Engineering Department,

Louisiana State University, The present study explores the effects of gap height and tip geometry on heat transfer
Baton Rouge, LA 70803 distribution over the tip surface of a HPT first-stage rotor blade. The pressure ratio (inlet
total pressure to exit static pressure for the cascade) used was 1.2, and the experiments
were run in a blow-down test rig with a four-blade linear cascade. A transient liquid
Ronald S. Bunker crystal technique was used to obtain the tip heat transfer distributions. Pressure measure-
GE Global R&D Center, ments were made on the blade surface and on the shroud for different tip geometries and
Niskayuna, NY tip gaps to characterize the leakage flow and understand the heat transfer distributions.
Two different tip gap-to-blade span ratios of 1% and 2.6% are investigated for a plane tip,
Chander Prakash and a deep squealer with depth-to-blade span ratio of 0.0416. For a shallow squealer
GE Aircraft Engines, with depth-to-blade span ratio of 0.0104, only 1% gap-to-span ratio is considered. The
Cincinnati, OH presence of the squealer alters the tip gap flow field significantly and produces lower

overall heat transfer coefficients. The effects of different partial squealer arrangements
are also investigated for the shallow squealer depth. These simulate partial burning off of
the squealer in real turbine blades. Results show that some partial burning of squealers
may be beneficial in terms of overall reduction in heat transfer coefficients over the tip
surface.[DOI: 10.1115/1.1731416

Introduction and remarked that each loss component made different contribu-

In an attempt to increase thrust to weight ratio and efficienc anS o the total loss: internal gap loss 39%, suction corner mix-
P 9 y ng loss 48%, endwall/secondary loss 13%. Using static pressure

modern gas turbines, there is a push towards higher turbine ope h Y ;
) . . Mmeasurements and flow visualization, Bindon observed a separa-
ating temperatures. The benefits are attributed to the fact tha X . .
; . . tioh bubble on the blade pressure edge that mixes with a high-
higher temperature gases have a higher energy potential. How- L . .
; Speed leakage jet induced at midchord. However, Bindon pre-
ever, the detrimental effects on the components along the hot gas . -
! : . : ented results in an atmospheric linear cascade. The leakage flow
path can offset the benefits of increasing the operating tempera-

ture. The high pressure turbiidPT) first stage blade is subject to as not pressure driven and this created a different type of leak
: ; - e vortex than what would occur for a pressure driven leakage
extremely harsh environments. The tip region through exposure :

flgw. Yaras et al[2] also observed the presence of a separation

hot leakage gases leads to loss of performance and life throuhgd ble away from the leading edge and concluded that flow to-

ﬁ.X'dat'on’ erosion, rubbing against stationary outer casing, aWards the leading edge had little effect on overall losses. In Yaras’
igh local thermal stresses.

study, a high-speed test rig was used. Yamamoto dBalalso

The cause for tip failures is fairly well understood and can bF und that leakage vortices were sensitive to incident angle and

explained as follows. A clearance gap between the rotating blagle . -
tip and stationary shroud is necessary to allow for the bladzt(ae blade tip gap height.

; - . One of the earliest heat transfer studies on turbine blade tip
mechanical and thermal growth during operation. Unf(.)rtunate%odels by Mayle and Metzgd#] established that the effects of
the gap allows for leakage flow from the pressure side to th

: : . l&lative motion between a blade model and the shroud have neg-
suction side of the blade surface. The gas accelerates as it paf 8¢ effects on heat transfer data Metzger ef8].and Chyu
through_ the small gap. This leads to enhanced heat load to ?Oal.[G] investigated the effects of varying the recess depth on the
blade tip region. Leakage flow, or clearance flow, also leads

undesirable aerodynamic losses. In fact, one third of the aero . heat transfer of a blade tip model. It was determined that tip

. > : : at transfer was reduced under the presence of a cavity. The
namic losses through the turbine section can be attributed to Ie% Vity simulated the squealer tio geometrv. Leakage flow was re-
age flow. The effects of leakage flow are increased thermal lo 'ce)é until the depth ‘jeachwv‘\’lfo 2 - g

Ing 6!'.‘0' redu_ced aerodynamic performance, which affec SYang and Diller{ 7] were the first to perform heat transfer mea-
durability and Iife of the component. At these elevated eMPeray e ments on a realistic blade tip, with a recessed tip, in a blow-
tures, the tqrblne blades are also at risk of undergoing Ox'dat'ocfbwn cascade wind tunnel. They reported that convective heat
TBE(; fjpallaltlont, tg.e:jmtz_al faltlgue, andl creep. i dtransfer coefficients were not dependent on tip gap height or local
indon [1] studied tip clearance loss, using a linear cascadGiach number; however, the conclusions were based on data taken
With a single heat flux gage in one location on the tip. They based
BiFtheir observations on a single measurement point. Bunker et al.
Comibuted by the Turb . Division offE A © [8] published the first study with detailed blade tip heat transfer
ontripute y the lTurbomachninery Division O MERICAN CIETY OF H
MECHANICAL ENGINEERSfor publication in the @URNAL OF TURBOMACHINERY. meaSL_Jrements on actual blade tips. The m_easurements Were.made
Manuscript received by the ASME Turbomachinery Division, October 14, 2003; finfP! & ﬂrSt'Stag_e power generation blaqe using a steady-state liquid
revision, February 6, 2004. Editor: D. Wisler. crystal technique. Bunker et dl9] varied the curvature of the

don separated the total tip clearance loss into three compone
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blade tip edgegrounded and shafjpThe blades were exposed toand tip squealer geometry on heat transfer distribution. This in-
a pressure ratio of 1.45 and had a total turning ratio of 110 degestigation focuses on a HPT blade tip profile with a different
They found that the blade with a tip edge radius had greater led#ach number distribution, loading, and blade thickness compared
age flow and higher heat transfer coefficients. Bunker efigdl. to other studies. The pressure rafialet total pressure to exit
also reported that an increase in freestream turbulence intensitgtic pressupeused was 1.2, which is lower than the actual pres-
increased the heat transfer coefficient. The authors observedsare ratio this blade sees in servidgR=1.7) but simulates simi-
area of low heat transfer toward the blade leading edge, referredab relative Mach number distributions as for the blade under re-
as the sweet spot. Ameri and Bunké0] used CFD simulations alistic conditions. A transient liquid crystal technique was used to
to reproduce the results for the same blade geometry shown @itain the tip heat transfer distributions similar to that used by
Bunker et al[9]. They concluded that the assumption of periodiézad et al[11]. Pressure measurements were made on the blade
flow was invalid for tip heat transfer calculations because tH!rface and on the shroud for different tip geometries and tip gaps
entire passage had to be modeled. Their numerical results for {Recharacterize the leakage flow and understand the heat transfer
radiused edge showed better agreement with the experimental gig#fibutions. Also, partial squealer arrangements are investigated
than those of the sharp edge. for the first time. In the real engine, it is anticipated that the full
Recently, Azad et al[11] performed an experiment in which Sduealer rim will be subject to high thermal stresses and rubbing
three different clearance gapS/H=1, 1.5, 2.5% were used. against the stationary shroud causing local loss of material result-

They used a GE-Eengine blade and a pressure ratio of 1.2 in 09 in partial squealer arrangements. In this study some partial
five-blade cascade. They measured heat transfer coefficients usyealer arrangements are investigated and compared to full
the transient liquid crystal technique. The results of this expefduealer tips.

ment showed that a larger gap causes higher heat transfer coeffi-

cient on the tip. A second study by Azad et [dl2] investigated Experimental Setup

i = 0,
the efiects of a recessed tfp(H=23.77%) on the heat transfer This experiment uses a blow down test rig as illustrated in Fig.

coefficient. It was determined that the squealer tip producedlaThe test rig was designed to produce the required pressure ratio

lower averall hea_t transfer cqefficient compa_wed to the plain ti%‘&:ross the blade for a short duration. An air compressor supplies
The squealer redirected the airflow over the tip forcing the flow Q.

move from the leading edge pressure side to the trailing ed&% air to a large tank capable of holding 2000 gallons of high

. . ) ssure air at 20 atif290 psig. This system is capable of gen-
suction side. It produced a different heat transfer pattern than t 3 ting a steady flowrate o? 095 Kgls. Tyhe test secﬁon is pa?t of an

seen on a plain tip. o o P
. . . . pen loop blowdown setup, which is shown in Fig. 1. A gate valve
Bunker and Bailey13] investigated the effectiveness of chordisy|ates the entire wind tunnel from the supply tank. Downstream
wise sealing strips to reduce leakage flow and heat transfer. S

. N : . T S88m that valve is a large pneumatically actuated control valve. A
ing strips increased resistance to leakage flow. Sealing strips afgggrammable controller regulates the pneumatic valve. The con-

reduced flow when the gap between the strip and shroud was fh&jer llows one to set the valve and maintain a specified valve
same as that petween the pl_aln_ tlp_and shroud. The strip Iocat@ﬁbning and/or operating pressure in the test section. Air then
affected the tip heat load distribution. Bunker and Bail&é#]  asses through a rectangular diverging-converging section. This
continued the study with more complicated strip geometries: Clipcion is placed directly upstream from the test section. Its pur-
cumferential rub strips, 45 deg angled rub strips. The experimenisse js to settle the flow and make it more uniform before entering
showed that circumferential and angled strips increase heat lo test section. Boundary layer blee@totted openingsalong
by 20-25% and 10-15%, respectively. the test section inlet ensure the formation of a new boundary layer
Bunker and Bailey 15] also investigated the effect of squealeefore the air enters the four-blade linear cascade test section. The
depth for a high-pressure turbine blade. They studied tgnaust area of the cascade is fitted with two tailboards. One
clearance-to-squealer cavity depth ratios of 0.67 and 2, affinoard is aligned with the pressure blade trailing edge and the
squealer depths of 1.02, 1.78, 2.54, and 3.05 mm. They found tigter is aligned with the heat transfer blade. The movable tail-
a deeper tip cavity results in reduced heat transfer to the fighards can be used to back pressurize some passages and adjust
although the distribution is nonuniform. They also studied thge flow in all three passages. The tailboards are adjustable to help
effect of squealer rim loss on heat transfer by studying partighyalize pressure distribution in the passages adjacent to each
squealers along the pressure and suction surfaces. They indicgigde and ensure periodic flow in all passages.
rim loss along the pressure surface reduced overall tip heat transThe test section is a linear cascade with four two-dimensional
fer levels. Azad et al[16] examined the benefits of six differentpjades with the tip section profile. The blade profile was taken
squealers, including single and double squealers. The singlgm the tip section of a General Electric HPT blade. Each blade
squealer was a thin extension running from tip to tail, located g8 made of aluminum using an EDM machine, and bolted to a
the camber line, pressure edge, or suction edge. The doublgel base plate that can easily be removed from the test section.
squealer consists of two strips: a full perimeter strip, a pressurge blade spacingS) is 95.25 mm, and the axial chor} is
side strip from tip to tail and a short chord strip, and a suction-si@.02 mm. The two outer blades guide airflow around the inner
strip from tip to tail and a short chord strip. The single squeal@jlades. Inner blades are used for pressure and heat transfer mea-
produced lower heat transfer coefficients on the tip than tRgrements. All blades have a span height from root to i 6f
double squealers. The midchord squealer produced the best legk2 mm. Figure 2 shows the four-blade linear cascade.
age reduction. Dunn and Haldemiv] presented time-averaged Pressure measurements are made on the blade surface in order
heat flux measurements on a recessed tip, the lip of the recessoahap the surface distribution and ensure that the flow conditions
a rotating blade in a full-scale rotating stage at transonic vane egiiring heat transfer tests are correct. The “pressure bléElig.
conditions. They made some localized measurements inside 8(&)) outer surface is lined with small tubes, extending from root
recess, on the lip of the tip, and the platform of the blade. The tip, that are set in recesses. The blade is then covered by a thin,
results show that the recess had low heat flux values near #iong tape to provide a smooth surface. Small tap holes are
trailing edge compared to the leading edge. drilled in the tubes at the specified locations for the purpose of
Many parameters affect blade tip heat transfer. The total blageaking static pressure measurements, 33.3, 86.7, 100% of the
turning angle and general blade geometry, such as thickness, $pan from hub to tigone hole per tube The 100% span tap holes
presence of a squealer and edge radius, make a large contributimmexposed to the tip gap as shown in Figa)3{hereas the other
to the heat load distribution. Inlet Reynolds number and turbtwo span locations measure the blade surface pressure distribu-
lence intensity can also affect the magnitude of the heat transfems. Each alternate hole has a different spanwise location. A total
coefficient. The present study explores the effects of gap heighft96 taps are distributed among the three span locations. Pressure
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]
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(blade thermocouples) (cartridge heaters)

Fig. 1 lllustration of the blow-down experimental setup

measurements are also made on the shroud for each of #ide squealerRS). The squealer rim exists along the pressure
squealer tips and the flat tip cases as indicated in Fig).38 side edge of the blade only. The second partial squealer geometry
special top plate with holes 6.35 mm away from the suction sidis, called suction side squeale8§. The squealer rim exists along
6.35 mm from the pressure side, and along the camber line, allothie suction side of the blade only. The third partial squealer ge-
for static pressure measurements on the stationary shroud. ometry has the squealer rim on the pressure leading edge and
Figure 4 shows the full squealer and the four different partialong the suction side trailing edgeEPS-TES$. The fourth par-
squealer arrangements studied. The first geometry is the fiidll squealer geometry has the squealer rim on the pressure side
squealer. The tip gap is measured from the tip of the squealerttailing edge and along the suction side leading e{geSS-
the shroud. The first partial squealer geometry is called pressaiePS.

A:m Blads
Heat Transfer Blade
Fig. 2 Cascade geometry ) FUB iauecle & (o) FulBuctiod
=T TR o

i Yo
o) LEPETEER iqusdsy () LESE TEPE aqusles

Fig. 3 (a) Pressure test blade and (b) shroud plate with pres-

sure taps Fig. 4 Different squealer geometries tested
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Fig. 6 Blow-down test pressure during blow-down operation
'S made on the pressure blade suction and pressure surfaces. Before

each pressure test, moisture is blown from the pressure system

Fig. 5 Heat transfer blade details; (&) plain tip, (b) blade with ~ data ports using the supply pressure. The data ports are calibrated

squealer and reset to zero, when necessary, to ensure accuracy. The pneu-
matic valve is then opened and air enters the test rig. The duration
of all pressure tests matched that of the heat transfer tests. The

" is fabricated for heat transfer measurd/€ssure system reads surface gauge static pressures. Pressure ra-

A “heat transfer blade g b
ments(Fig. (5a,b)). Various Plexiglas inserts fit into the 25.4 mmtg’s are computed based on the measured inlet total pressure at
at instant.

recess and allow for variable groove depth. When the cavityﬁ : . L I
filled completely with a 25.4 mm insert, the result is the plain tip Figure 6 presents the inlet total pressure variation with time

blade. Two squealer depths are investigated with other insertsiifation after the valve was opened. The majority of the liquid
obtain depthsD =0.79375, 3.175 mm. The squealer rim, aftefFrystal color change takes place after the first 10 to 20 seconds of
machining the recess, is 1.5875 mm thick. the heat transfer test. The total pressure peaks immediately after

g valve opens within 1.5 seconds and then drops steadily for the

The experimental procedures involve heating the heat transH X T :
blade to a high temperature then cooling it with compressed air fration of the test. The variation during the test of 30 seconds
am highest to lowest absolute pressure is 3—5%. Before running

a blowdown mode. Two cartridge heaters are embedded in d > - e
blade aluminum core to heat the blade. These heaters hav8ny €xperiments, tests were run to equalize pressure distribution
ough the three passages. Equalizing the passages ensures that

length and diameter of 31 mm and 6.35 mm, respectively. Eal X S
heater connects to a variable transformer that allows the usertig flow field around the pressure and heat transfer blades is simi-

adjust the amount of current going into each heater and therd@{y Small holes are located on the shroud at identical locations

controlling the blade temperature. A thermocouple is placed b20V€ each passage. The tailboards were moved to achieve the
tween the plexiglas insert and the aluminum blade monitors tf@ualization of pressure distribution in all three passages. Figure 7
aluminum-plexiglass contact temperature, and additional thernfJ€Sents the pressur@{/P,) distributions in the three passages.

couples are on the blade-tip monitor the liquid crystal temperatu%suns show that the pressure distributions are re_Iativer_simiIar
ough each of the passages but the levels are slightly different.

during the heating. The thermocouples are monitored and tﬁ% d h i | 4 h iddl
heater input adjusted to ensure that a uniform blade temperaturd ¢ €nd passages show similar values compared to the middle

maintained. A Hallcrest liquid crystal she@30C5W; 30—35°C) Passage. The middle passage lies between the heat transfer and the
is glued on the top of the Plexiglas insert. The sheet changes cofJgSsure blade.

from green to red, as the blade cools during the blow-down test. Ajeat Transfer Tests. The heat transfer blade is heated for
plexiglass top plate is used during the heat transfer experiments#@ hours to ensure that its temperature reaches steady-state be-
that the RGB camera can view the blade tip surface and record {gge testing. During heating, thermocouples are used to monitor
color changes. A RGB camera records the liquid crystal colgfe internal and external temperature of the blade plexiglass insert.
change on the heat transfer blade. This camera, placed diregtlyese thermocouples are checked every 5 minutes. Once the blade
over the blade tip, connects to a 24-bit color frame grabber boaginperature reaches steady-state, the camera is focused on the
ina PC. An image processing macro records the time at which theat transfer blade tip. The tip is illuminated with lighting to en-
liquid crystal changes from green to red during the transient blownle accurate capture of liquid crystal color changes. The heaters
down cooling experiment. It produces a time file, which providegre switched off, and the pneumatic valve is then opened so that
the time of change for each pixel to turn red, i.e., 31.3°C duringbmpressed air may enter the test rig. The time of appearance of
the blowdown test. The liquid crystal sheet was calibrated in-sifdg color at every pixel is measured from the initiation of the
with a 36-gage thermocouple placed on the sheet that was magimsient test. Typically, the initial temperature of the test section
tored to obtain a red-green transition temperature to be 31.3°Gg set so that the first color change will be greater than 10 seconds.

Procedure and Data Reduction

During a blow-down test the supply tank, which provides air t i ™ e
the test rig, empties into the test section. Therefore the inlet to f = i ; ol i
pressure does not remain constant. A test was performed to de_«" -~ Lol L 0%
mine the total pressure variation during the blow-down operatio _.-/ stiokt e S avh e A AT Y- y
Inlet total pressureis measured with a pitot pralecated 23 ot 2 0 i FERy ORI [ ' e e f
cm upstream of the test blades at midspand the NetScanner | . ooo0 [\ TWIReE L st
system. ,l LONE T T SR U BT TR

Pressure Tests. Static pressure measurements are made @fy. 7 Pressure distributions on the shroud for all three pas-
the shroud for each blade tip configuration. Measurements are adages
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The experiment takes 30—40 seconds to complete. The heattra 1.0
fer coefficient is obtained by solving the one-dimensional tran
sient conduction equation with convective boundary condition pg

—— 1% @

for a semi-infinite solid. —-— 1% &
£ ——BET% @)

T,-T, F{hzat) (h\/z } & om = BET% 0

=1—|exp ——| || erfc 313 @)

Tm_Ti k? k oS | —a—33.3% )

The above equation is solved for every pixel location on the plex
glass tip whereT; is the initial heated blade temperature before pgs
the transient is initiatedf ,, is the oncoming mainstream recovery a 0.2 o os o8 1
temperatureT, is the temperature of the liquid crystal at red- L
green interface or the reference temperature during the transient o
test;  andk are the thermal diffusivity and thermal conductivitys'g' 8 Surface pressure distributions on the blade surface and
. . . ) .~ 7tip gap with 1% clearance gap; (&) pressure surface, (b) suction
of the plexiglass surface; artds the time required by each pixel ¢, t- o
to go fromT,; to T, during the transient test. All the above values
are either known or measured during the test and the local heat
transfer coefficientlf) is calculated at every pixel location.

In order to verify the validity of the semi-infinite solid assumpdion side. This plot clearly shows how the clearance gap affects
tion, a two-dimensional transient analysis was performed witRakage flow. At 33.3% blade height from hub, there is a large
ANSYS. The model simulated the actual test blade with alumpressure differential between the pressure and suction surface
num exterior and plexiglass insert. A direct contact was assumetiich is the main driving potential for the leakage flow. At 86.7%
between the two materials whereas a conducting adhesive whdlade span closer to the tip gap, the pressure side distribution
used during the real experiment. Blade geometry was generag@¢ms unaffected by the span location. However, the suction-side
for a location between the leading and trailing edges. The transiéitatic pressures are higher than for 33.3% span location. It appears
analysis was for 30 seconds, which corresponds to the average tieat the total pressure gradient is affected by the clearance gap.
duration. The finest mesh used for this analysis contained 12,669 pressure distributions in the tip gap along the blade edges are
elements. Boundary conditions were as follows: heat transfer cown by the 100% case and are significantly affected by the
efficients of 800, 1000, 1300 WA¥K on the tip, pressure side, leakage flow. In this case, the static pressure on the pressure side
and suction side, respectively, freestream temperature was 37Fkeps significantly from the 86.7% location values as the flow
The important result from the ANSYS analysis is that core tenccelerates through the gap. The suction side pressure is not as
peratures of the plexiglass insert do not change during the traignificantly affected as the pressure side.
sient cool down. Therefore no significant temperature penetrationFigure 9 presents the pressure distributions on the shroud over
takes place. It also is important to note that during a typical hedtPlain tip for tip gaps of 1.0% and 2.6% of the blade span. The
transfer test, color change over most of the blade tip occurs witHRfal static pressure is again normalized by the cascade inlet total
the first 20 seconds, so the calculations in the high heat transhgessure Rs/Py) as in Fig. 7. Measurements on the shroud are
regions are unaffected by temperature penetration. The low heggsented 6.35 mm ahead of the pressure side of the blade tip,
transfer regiongtest times-30 seconds) were typically in the 6.35 mm behind .the suction side of the blade tip, and along the
middle of the blade tip relatively unaffected by two-dimensiongtamber line(see inset they are referred to aa, b, andc, re-
conduction to the aluminum cavity. spectively. Case 1 refers to the plain tip with 1.0% gap and Case

A detailed uncertainty analysis was performed to evaluate tRerefers to plain tip with 2.6% gap. From the pressure distribu-
accuracy of the heat transfer coefficient measurement. The undids, it is evident that the air accelerates as it enters the clearance
tainty analysis included the initial error in the blow-down pressur@ap. This acceleration causes a drop in static pressure along the
buildup, the error in accurately measuring the time of coldiamber line. As the flow decelerates from the camber line to the
change, the errors in temperature measurement, and the associi{€tion side, there is a pressure recovery from the camber line to
two-dimensional errors for corners. Based on the analysis, tH suction side. Lowest static pressure occurs along the camber
average uncertainty in heat transfer coefficient was determinedlifte. The levels ofPs/P, values are similar for both tip gaps.
be +7.5%. The highest uncertainty occurs for regions with veriowever, the tip gap with 2.6% clearance has a larger area and
short color change times<(5 seconds) and for regions close td1ence will allow more leakage flow.
edges where two-dimensional effects are significant. These value§igure 10 presents the detailed tip heat transfer coefficients for
can have errors up te 12.5%, [18]. Typically, these regions are the plain tip with 1.0% and 2.6% gap heights. A region of low heat
3—4 mm inward to the aluminum edges along the blade rim. transfer at the leading edge for both tip gaps occurs due to the low

pressure gradient across this area. This region, referred to as the

Results and Discussion

The test flow conditions at inlet to cascade were measured u<-
ing hot wire anemometry. The flow inlet velocity at cascade inle 1
was 60 m/s, which represents a cascade inlet Mach number

Plain Tip

0.16 The exit velocity to the cascade was 188 m/s, which is 095 [ —b— Pressure (1%)
Mach number of 0.54. The Reynolds number based on casc 03 —m—Camber (1%)
exit velocity and blade axial chord is 861,000. Freestream turbt = 08s —a—Sictos (%)
lence intensity was also measured using the hot wire. The avera os —o—FPresgare 25%)
freestream turbulence intensity at the cascade inlet Was 05 —O=Camber 26%)
=12.1%. —a— St 2.6%)

or

Figure 8 presents the blade pressure distribution at three diffe
ent span locations for a tip gap of 1% of blade span. The me:; 058
surement locations, for hub to tip are at locations along 33.3, 86.
100% of the blade span. The local static pressure is normalized by

the cascade inlet total pressur@s(P, ined. In the figure, curve Fig. 9 Pressure distributions on the shroud of a plain tip with
(a) represents the pressure side and cubjerépresents the suc- 1% and 2.6% gaps

o os 1 15 2
xic
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Fig. 12 Detailed heat transfer coefficient distributions on shal-
Fig. 10 Detailed heat transfer coefficient distributions on plain low squealer tips
tips

The red perimeter of high heat transfer along the edges of the
“sweet spot,” is larger and extends towards middle of the tigquealer may be caused due to the corner conduction into the
region for 1% and covers a smaller region for 2.6% gap. aluminum rim. This appears for both squealer geometries.

Heat transfer coefficient values are significant along the trailing Heat transfer coefficient values are reduced along the trailing
edge, close to pressure side. Flow separation occurs at the pegfye for the shallow squealer tip compared to the plain tip. This is
sure side tip edge as the flow enters the clearance gap and thepecially true close to pressure side. As air flows over the pres-
reattaches on the tip surface causing a low heat transfer regiqite side rim there is a large separation zone, this is the “line” of
immediately behind the edge and a high heat transfer region in #écreased heat transfer. Behind that line, air reattaches to the re-
reattachment region. The heat transfer coefficient values in tbessed tip surface. The heat transfer coefficient values in the trail-
trailing edge region range from 800—1000 Wi for both the ing edge region range from 200—500 W/i for the 1% gap
1% gap height and 2% gap height. Notice that the high heat tramgight and 300—700 W/K for the 2.6% gap height. As was the
fer area is much larger for 2.6% gap. As previously stated, @se for the plain tip blade, a smaller gap height equates to re-
smaller gap height equates to reduced leakage flow over the plgifted leakage flow over the squealer. The clearance gap flow
tip, and this is the reason for lower heat transfer coefficients. Th\%ynolds number is larger for the larger gap thus producing
clearance gap flow Reynolds number is larger for the larger gaRjher heat transfer coefficients.
thus enhancing heat load. o Figure 13 presents the overall interpretation of the flow over

Figure 11 presents the pressure distributions on the shroud o¥ge plain and squealer tip based on the pressure and heat transfer
a tip with deep squealer for tip gaps of 1.0% and 2.6% of th@sults. Most of the flow over the plain tip hugs the pressure side
blade span. The pressure distributions are significantly diﬁeregbng the leading edge and crosses over &ft&>0.5. The leak-
for this tip geometry. The pressure side distributions are unafge flow is limited in the leading edge region due to the lower
fected by both gap width and the tip geometry. The static pressiesssure gradient across the tip. This cause the low heat transfer
drops in the region around the leading edge region f¥(C region referred to as the “sweet spot.” Towards the trailing edge,
=0 t0 0.5. The camber line pressure is lower than the pressuretga pressure gradient across the tip increases causing a strong
the pressure side before the gap. The flow decelerates as it Rskage flow and subsequently higher heat transfer coefficients.
pands into the squealer cavity and then accelerates through th the squealer tips, the leakage flow occurs in the region imme-
clearance gap on the suction side. The camber line and suctiggtely after the leading edge. Flow enters the cavity reattaches to
side pressure are almost equal for regions whé@>0.5. It can  the recessed flow and then accelerates through the clearance gap
be speculated that the bulk of the leakage flow occurs closer to #¢ the suction side rim. The flow closer to the trailing edge hugs
leading edge compared to the plain tip where the leakage flawe blade surface and does not flow over the tip due to reduced
occurred over the trailing edge of the blade. N pressure gradient. Also, the squealer depth to width radibA()

Figure 12 presen_ts the detailed tip heat transfe_r CO@ﬁlClenFS f@ﬁect as observed by Metzger et [@]is clearly evident compar-
the deep squealer tip with 1.0% and 2.6% gap heights. A regionigf the two squealer depths in this study. The deeper depth creates
high heat transfer coefficient occurs fraddC=0-0.5 for both 3 clear reattachment on the tip floor whereas the shallow squealer
tip gaps due to the high pressure gradient across this area frgiy over the pressure side edge may be hitting the cavity wall on
pressure to camber line. This region, called the “hot spot,” hage suction side before rolling onto the cavity floor.
values ranging from 600—800 WK for the 1% gap height and  All the partial squealer geometries have been studied for a
700-1000 W/rAK for the 2.6% gap height. The hot spot for 1%squealer depth to span ratio of 0.0104. Figure 14 presents the
gap is smaller than that for 2.6% gap due to the reduced gap sigeessure distributions on the shroud over a tip for no squealer, full

——F EEEIE [I%)
—a—Cameer %)
—a—S et 1)
——FEEEIE 2HE)
—O—-Cameer ¢ FE)
——Sicth 2E%)

Plain Tip Squealer Tip
Fig. 11 Pressure distributions on the shroud of a deep Fig. 13 lllustration of tip leakage flows for plain tips and
squealer tip with 1% and 2.6% gaps squealer tips based on pressure and heat transfer distributions
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- .L.t:______ "HHH Fig. 15 Detailed hea_t transfer distributions on tips with differ-
L m"-‘:?"‘ ent squealer geometries
i - il I With the LEPS-TESS partial squealer, the sweet spot region is
() LESS-TEPS - 1% greatly enhanced but the flow separation along the pressure side
_ o ' wall is clearly higher. This causes higher heat transfer coefficient
Fig. 14 Shroud pressure distributions for different squealer along the mid section of the tip surface. This squealer, although

configurations produces higher heat transfer coefficients than the plain tip, does

perform better than the fulPS squealer. With the LESS-TEPS

partial squealer, the heat transfer coefficient along the pressure
squealer, full pressure side squealer, full suction-side squealer, &gige edge is higher than the suction side edge. The flow appears to
LEPS-TESS partial squealer, and the LESS-TEPS partial squediave a weak flow separation and reattachment along the leading
for a tip gap of 1.0% of the blade span. The pressure gradiesdge and the presence of the squealer on the pressure side along
across the pressure side to the camberline indicates the strengttheftrailing edge reduces leakage flow. Overall this squealer con-
the leakage flow. It is clear that the suction side squealer redudigiration produces lower heat transfer coefficients than the plain
the pressure gradient more than other geometries. The LESiB-but is still lower than the values obtained for the f&liS
TEPS squealer also reduces leakge flow from leading edge regi@juealer. Both Bunker and Bail¢¥5] and Azad et al[16] show
to the midsection but then the pressure gradient flips due to tienilar results for pressure-side squealer versus suction-side
squealer on the pressure side. All other squealers show larger peggrealers.
sure gradient on the upstream side of the tip where the bulk of theFigure 16 presents the overall averaged heat transfer coeffi-
leakage occurs across the tip. cients for the tip surface for different tip geometries. The heat

Detailed heat transfer coefficient distributions are presented fgansfer coefficients were averaged pixel to pixel to obtain the
different squealer cases in Fig. 15. As explained earlier, the fidtea-averaged heat transfer coefficients. The differences in heat
squealer reverses the heat transfer distributions on the tip surfagensfer distributions on the surface are very different for each tip
The higher heat transfer region moves towards the leading edggometry, but the overall value can be used to obtain the total heat
due to flow separation and reattachment phenomena. There atgal to the tip surface. As seen from the plot, the plain tip is
appears to be an overall reduction in heat transfer coefficient ovgbund 600 W/rh K. The full squealer provides the best reduction
the entire tip surface. The plain tip distributions are shown agajil heat transfer coefficients. The deeper squealer reduces heat
for comparison. . transfer coefficient to around 400 WArK.. The PS squealer in-

With the full PS squealer, the heat transfer coefficients are egreases overall heat transfer coefficient. Among all the partial
hanced compared to the plain tip. This may be due to the floyyyealers, th& Ssquealer is the only one that reduces heat trans-
accelerating after entering the tip gap along the tip surface iy coefficient compared to the plain tip. TRS squealer, LEPS-
wards theT E due to the blockage at the entrance of the gap. Thetgss and LESS-TEPS squealers either enhance or do not change
is stronger separation and reattachment over the entire tip surfag@. overall heat transfer coefficient compared to the plain tip. This
With the full SSsquealer, the tip leakage flow does not see thggicates that the loss of squealer on the pressure side rim may

overall pressure gradient across the tip gap. The leakage flowaigyally benefit the tip surface. Any suction-side loss will cause
accelerated into the tip gap but decelerates as it encounters jfhgeases in heat load.

suction side squealer wall. There is very little flow separation d .
to the lack of the pressure side squealer wall. There appears so clusions

remnants of a sweet spot as in the case of the plain tip and reduceA blow-down test was performed to determine the heat transfer
heat transfer at th& E due to the suction side squealer wall.  coefficients on the tip of a high pressure turbine blade with a plain
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d‘# W@ P ﬁb ﬁ -’f a = thermal diffusivity of plexiglas test surface
& p = density of air
Fig. 16 Overall averaged heat transfer coefficients for differ- w = Viscosity of air
ent tip geometries Subscripts
e = exit

tip, two squealer depthsD(=0.79375, 3.175 mmm and several = initial condition, inlet

i
h ! \ ; o m = bulk flow or mainstream

partial squealer configurations. A transient liquid crystal measure- r = liquid crystal color red

ment technique was used to obtain the detailed heat transfer coef- o _ v

ficient distributions on the tip surface. Pressure measurements , _ ;.

were presented over the shroud with a clearance gap and at dif-

ferent span locations on the blade surface. Results show that flow

over the plain tip blade moves from the leading edge pressure sfdgferences

to the trailing edge suction side and flow over the squealer tip(1] Bindon, J. P., 1989, “The Measurement and Formation of Tip Clearance
blades moves from the leading edge pressure side to the midpoin% \L(oss,”/'\wSME J.kTurbogwachj% qp- 557—SZ6A3- 1689, “Flow Field in the Ti
of the sucfion side. The plai i produces relatively lower heatl“] (5%, 1, Vnoiang. 2, and Sander S 1, 1o Flow P 1 e To
transfer coefficients downstream of the leading edge. This region 575_»g3.

is the typical “sweet spot” as indicated by several published stud-[3] Yamamoto, A., 1989, “Endwall Flow/Loss Mechanisms in a Linear Turbine
ies. The trailing edge region for the plain tip has significantly  Cascade With Blade Tip Clearance,” ASME J. Turbomathl, pp. 264-275.

: g 4] Mayle, R. E., and Metzger, D. E., 1982, “Heat Transfer at the Tip of an
hlgher heat trans.fer coefficients a? most of the leakage flo Unshrouded Turbine BladeProceedings of the 7th International Heat Trans-
crosses over the tip closer to the tralllng_ edge. The squealers PrO- fer ConferenceHemisphere, Washington, D@, pp. 87—92.
duce reduced leakage flow and associated heat transfer coeffs] Metzger, D. E., Bunker, R. S., and Chyu, M. K., 1989, “Cavity Heat Transfer
cients over the blade tip compared to the plain tip. The squealers ©on a Transverse Grooved Wall in a Narrow Flow Channel,” ASME J. Heat

; f ; ; Transfer,111, pp. 73-79.
show higher heat transfer in th.e. region closer to the leading edg ] Chyu, M. K., Moon, H. K., and Metzger, D. E., 1989, “Heat Transfer in the
and lower heat transfer coefficients near the trailing edge. The ™ tig region of Grooved Turbine Blades,” ASME J. Turbomadii, pp. 131~
trend is reverse to that of the plain tip. The deeper squealer pro- 13s.
duces lower heat transfer coefficients than the shallow squealdr] Metzger, D. E., Dunn, M. G., and Hah, C., 1990, “Turbine Tip and Shroud

i ; Heat Transfer,” ASME Paper No. 90-GT-333.
ﬂu.e htO Incoreased resistance to Ithek leakﬁge flow. ﬁmalllel’ 9? ] Yang, T. T., and Diller, T. E., 1995, “Heat Transfer and Flow for a Grooved
eight, 1.0%, produces redu_ced eakage flow over the blade ti Turbine Blade Tip in a Transonic Cascade,” ASME Paper No. 95-WA/HT-29.
than the larger 2.6% gap height and thus lower heat transfer co9] Bunker, R. S., Bailey, J. C., and Ameri, A. A., 1999, “Heat Transfer and Flow
efficients. on the First Stage Blade Tip of a Power Generation Gas Turbine: Part
. : _ 1—Experimental Results,” ASME J. Turbomacti22 pp. 263-271.

The partlal Squealers represent Sql‘.lealer “m. bu.m off. The r 10] Ameri, A. A., and Bunker, R. S., 1999, “Heat Transfer and Flow on the First
sults show that pressure S_|d_e burn off 'S_ beneficial in redu_cmg _t € Stage Blade Tip of a Power Generation Gas Turbine: Part 2—Simulation Re-
overall heat transfer coefficient on the tip. However, suction-side sults,” ASME J. Turbomach.122, pp. 272—277.
rim loss may hurt the tip heat load. Partial losses on the suctiodl] Azad, Gm. S., Han, J. C., and Teng, S., 2000, “Heat Transfer and Pressure

_ai ; ; Distributions on a Gas Turbine Blade Tip,” ASME Paper No. 2000-GT-194.
and pressure .Sl.de nms produced very Ilttl.e e.ffec.t on overall h.e?{Z] Azad, G. S., Han, J. C., and Boyle, R. J., 2000, “Heat Transfer and Flow on
transfer coefficient but did affect local distributions on the tip™ Squealer Tip of a Gas Turbine Blade,” ASME Paper No. 2000-GT-195.
surface. [13] Bunker, R. S., and Bailey, J. C., 2000, “An Experimental Study of Heat Trans-

fer and Flow on a Gas Turbine Blade Tip With Various Tip Leakage Sealing
Methods,” Proceedings of the 4th HMT/ASME Heat and Mass Transfer Con-
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Experimental and Numerical
Investigation of Trailing Edge Film
Cooling by Circular Coolant Wall
Jets Ejected From a Slot With

P. Martini I I R A
s, | INEErNal Rib Arrays
Lehrstuhl und Institut fiir Thermische The present study concentrates on the experimental and computational investigation of a
Stromungsmaschinen, cooled trailing edge in a modern turbine blade. The trailing edge features a pressure side
Universitat Karlsruhe (TH), cutback and a slot, stiffened by two rows of evenly spaced ribs in an inline configuration.
Kaiserstr. 12, Cooling air is ejected through the slot and forms a cooling film on the trailing edge
76128 Karlsruhe, Germany cutback region. In the present configuration the lateral spacing of the ribs equals two

times their width. The height of the ribs, i.e., the height of the slot equals their width.
Since the ribs are provided with fillet radii of half the slot height in size, circular coolant
jets are exiting the slot tangentially to the trailing edge cutback. The adiabatic wall
temperature mappings on the trailing edge cutback indicate that strong three-dimensional
flow interaction between the coolant jets and the hot main flow takes place in such a way
that two or more coolant jets coalesce depending on the blowing ratio. Experimental and
numerical data to be presented in the present study include adiabatic film cooling effec-
tiveness on the trailing edge cutback, the pressure distribution along the internal ribbed
passage as well as slot discharge coefficients for different blowing ratios ranging from
M =0.35 to 1.1.[DOI: 10.1115/1.1645531

Introduction ternal convective heat transfer in the cooling passage and control

The enhancement of the overall efficiency is a major goal in e bIade coollng mass fI0\_E|g. L Snows a cros_s_-sectlonal VIew
development of gas turbines. One possibility to improve therm@] & typical turbine blade with pressure side trailing edge cutback.
efficiency is to further increase process temperatures so that turlt i evident, that the presence of rib or pin-fin arrays may have

bine inlet temperatures attain values of up to 2000 K in modern jatsignificant influence on film cooling downstream of the ejection
engines. slot, especially if the rib-obstructed area is not negligible com-

As this level is significantly beyond the maximum allowabléared to the total slot area and the ribs are located close to the
temperatures for current blade materials, the application of appgjection slot. In that case, complex three-dimensional flow inter-
priate cooling techniques is indispensable. Usually, the blades aaion occurs between the hot main flow and the coolant flow
cooled by a combination of convection and film cooling andesulting in reduced film cooling effectiveness compared to an
therefore, designed with internal cooling air passages which caeal, two-dimensional slot, i.e., cooling film.
be additionally provided with ribs, fins, and dimples to intensify Numerous experimental as well as numerical studies deal with
internal heat transfer. In order to establish a cooling film on thgo-dimensional film cooling through tangential slass pre-
surface the blades are locally perforated by cylindrical or shapggminantly found in combustor cooling applicatipnslere, the
cooling holes. influence of geometric as well as flow related parameters are in-

One of the most critical, often life-limiting region of the turbiney o gtigated in great detail and several correlations prescribing film
blade is its trailing edge, which, from an aerodynamic pomt:E

view, has to be as thin as possible. This causes an inherent con f:it)g]g effectiveness downstream of the ejection slot are derived,

with cooling requirements as in the manufacturing process diffi- L .
culties arise from the integration of internal cooling passages inRecent pub||cat|ons_ by Taslim et al. an(_j Ho_IIoway et[_ﬁlfll]
the thin trailing edge region. concentrate on experimental and numerical investigation of spe-

One state-of-the-art cooling technique, which leads to particGl@! trailing edge cooling designs, e.g., slots which are disrupted
larly thin trailing edges, is obtained by removing material fronPy Pieces of land. But in contrast to this work, they deal with an
the pressure side of the trailing edge forming a characteristic st@greased rib/land spacing resulting in a cooling film of a more
with a spanwise slot. Air can be ejected through the slot to gefwo-dimensional nature than in the present study.
erate a more or less uniform cooling film on the trailing edge There only exist few publications concentrating on three-
cutback. dimensional slot geometries similar to the present configuration.

In order to increase the integrity of the trailing edge, the struSturgess et all12,13 investigate the influence of slot geometry
ture is stiffened by rib or pin-fin arrays in the cooling passageffects on film cooling effectiveness. A nondimensional geometric
connecting the blade walls of the pressure and the suction sigarameter is derived to classify three-dimensional slot geometries
Furthermore, these arrays work as turbulators to enhance the\jijith respect to their film cooling performance. The view is fo-
cused on practical combustor slots with circular coolant inlets

Qontributed by _the International Gas Turbine Institute apq _presented at the Intggilowed by a lip overhang acting as a mixing chamber. In accor-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June S K .

ﬁance to the findings 12,13 it can be expected that for the

16-19, 2003. Manuscript received by the IGTI December 2002; final revision Mar > L . .
2003. Paper No. 2003-GT-38157. Review Chair: H. R. Simmons. present geometry with its relatively short lip overhang down-
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Fig. 2 Schematic view of the atmospheric test facility

Fig. 1 Cross-sectional view of a turbine blade with pressure
side trailing edge cutback

Figure 3 shows the geometric details of the investigated trailing
thdge cooling configuration. To establish an engine realistic bound-
hot gas will be intensified due to the highly three-dimensiondY. layer thickness of the main flow at the ejection slot plane, a

variable boundary layer bleed is utilized upstream of the trailing

character of the coolant film. 4 o .
Rastogi et al[14] experimentally investigate the imperviousedge model. Laminar/turbulent transition is achieved by means of

wall effectiveness of three-dimensional slot geomettigecular @ [P Wire at the end of the nose region. This leads to a turbulent
coolant inlets without lip overhangvith respecgtJ to the influence Poundary layer having a thickness &H~1.25 (6, /H~0.15) at

of density ratio and characteristic geometrical parameters. TH& €iection slot plane. _ _

find that an increase of lip thickness and pitch to diameter ratjo ™ 10W conductive plastic material\(~0.25 W/(mK)) is used
leads to a decrease in film effectiveness. Keeping the veloc the test plate |n_t_he pressure side (_:utb_ack region to proylde
ratio constant, an increased coolant density results in higher fi ar qdlabatlc conditions for the determination of the film cooling
effectiveness, whereas for a constant blowing ratio no expli&tectiveness.

relationship between density ratio and effectiveness can be (iie:ro obtain Biot number similarity between the real engine con-
rived. iguration and the investigated model, the ribs and the pressure

Similar studies are undertaken by Nina et[aE]. They inves- side walls are fabricated from high-grade steel with a thermal
tigate the adiabatic film cooling effectiveness downstream of difonductivity ofA~16 W/(mK). With respect to the pressure side,
ferent slot geometrieircular coolant inlets with and without lip 't IS Possible to obtain an engine representative temperature dis-
overhang under constant density flow conditions. For certain flo |bqt|0|n of tr]:ehcoolang at thg e!eCt'ondSIOt' However, the surface
conditions discrete hole injection results in substantial fluctuatioﬁgul'.valenrt] 0 tde_ suhctlon side inl aBn !az (seeFig. 3) ('js not |
of static and total pressure in the near slot region accompanied B{P/Citly heated in the experiment. Beside an increased complex-
a shift of velocity maxima indicating that neighboring jets ardy of t_he test section there is another important reason for this: a
coalescing and uncoalescing in a random manner. They close witPwise change of heat flux f_rom a discrete vadm!sld_e the
the statement thatthe extent to which this phenomenon is imporc00lant cavity to zero(on the adiabatic test platevould disturb
tant in film cooling remains unknown the equilibrium of the thermal boundary layer and affect the adia-

The present paper, which continues a recent study on a simfgtic wall temperatures in the near slot region. As such a stepwise
trailing edge geometry with a larger aspect rdtie., lateral spac- ¢ a_r(ljg(zl_n hﬁat flux does not exist in the ”real engine it should be
ing of the ribs by Martini et al.[16], therefore concentrates on@volded in the present experiment as well.
the experimental and computational investigation of such effects
which turned out to have a severe impact on film cooling of the
trailing edge cutback.

stream of the last rib array the mixing between the coolant and

LD L1
Prg
Test Facility and Trailing Edge Model Uy — V7
The experimental work is carried out on a scaled-up trailin Thg 1 e W
edge model integrated in an atmospheric hot wind channel. T % %f__,
main advantage of such a hot facility is that it easily allows for th “' L Ly
investigation of film cooling under engine like density ratios be PebeTot 2,y
tween coolant and main flow. The test section of the hot wir pressure side

channel has a width of 220 mm and a height of 105 rRigure
2 shows a schematic view of the test facility.

The trailing edge model which is scaled up by a factor of 10 i
integrated in the test section of the hot wind channel. It is con
posed of a double in-line rib array with each rib row consisting ¢
21 equally spaced ribs of 4 mm width. The pitch between two rit
is 8 mm. In contrast to the first rib row, it was decided to provid
the ribs in the second row with fillets in order to determine th
influence of the fillet radii on the flow field downstream of the
ejection slot. The combination of rib spacing, width, and fille
radii leads to circular coolant inlets with a diameter Df

aguivalent

Ung ¥ T.
X :
U=+ z'l?gﬁ\":" :

suction side equivalent

LijL2| L3 H
400 26 40| 4

LO
95
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=4 mm. The ejection slot itself has a width of 180 mm and gig. 3 Schematic view of the trailing edge model with nomen-

height that equals the diameter of the circular coolant inlets.
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Boundary Conditions and Measuring Technique cooling effectivenessy,,) from the measurednear adiabatic
wall temperatures the local wall heat flux on the trailing edge
Flow Conditions. Due to the scale factor used for the trailingcytback must be know(see Eqgs(1) and(2)). In the present case
edge model, it is not possible to obtain engine representatiyehumerical simulation based on the finite volu(f&) approach
Mach and Reynolds numbers at the same time. Therefore, it Wasised to calculate local heat fluxes in the solid test plate accord-
decided to perform all tests at a realistic Reynolds numbeyy,Rejng to the measured surface temperature distribution. For that
(using L as characteristic lengttof 250,000 as compressibility simulation the calibrated IR-data serve as boundary condition for
effects should be of minor Importance Compared to the Influenq% upper surface’ whereas 13 thermocoup|es provide Samp”ng
of the Reynolds number. points for temperature interpolation on the remaining surfaces
The hot gas temperature is set to 500 K which leads to @flont, end, and bottoin With the thermal conductivity of the test
engine representative temperature ratio of dié5, a density ra- plate material the calculation provides the local heat fluxes inside
tio of about 1.5. The static pressure in the hot main flow ishe test plate as well as on its surface boundaries.
slightly overatmospheric. At a Reynolds number of ke Due to significant temperature differences between the film
=250,000 the velocity of the main flow is 45 m/s (M&.1). To cooled trailing edge cutback and the surrounding hot channel
obtain an elevated turbulence level a square grid of square barsvidls the influence of radiative heat transfer has to be considered
placed upstream of the nose tip. Using this grid, a turbuleneg well. This is done by means of a numerical radiation model
intensity of 7% at a macroscopic length scale of 10 mm is estaimplemented in the commercial CFD-solver Fluent 6 that is also
lished on the trailing edge cutback in accordance to correlationsed for the computational work presented here. The model is
suggested by Roadhi7]. based on the enclosure method and allows calculating surface to
Six different blowing ratios M= (pcUc)/(pngung)) between surface radiation depending on the temperatures and the emissivi-
0.35 and 1.1 are tested,, is the mean velocity of the coolant inties of the participating walls. The resulting wall heat flux is the
the second rowl(2 region leading to a Reynolds number, Rén  sum of convective and radiative heat transfer. For determination
the range of 2400 to 820@singD as characteristic length of the adiabatic film cooling effectiveness, only convective heat
As in case of the main flow, a turbulence grid is inserted in thigansfer is of interest.
rectangular coolant duct providing a turbulence intensity of
around 5% and a macroscopic length scale of 1 mm at the inlet of Ueonv=Aw= Arag= D¢ (Taw— Tw) @
L1. The coolant temperature is measured at two locations. At the
first location, the inlet of_1, the temperature ranges from 294 Kwhereh; is the isoenergetic heat transfer coefficient of film cool-
up to 316 K, depending on the coolant mass flow. The secoifty). Assuming constant flow properties it can be taken as the heat
location, the ejection slot, marks the starting point of film coolingransfer coefficient resulting for the isoenergetic floW, (Tyq
Therefore the coolant core temperature measured at the ejectioh). The adiabatic film cooling effectiveness can then be deter-
slot in the centerline of a coolant jet is chosen as reference tefined by
perature for any film cooling effectiveness presented in this work.
Due to Biot number similarity the thermal boundary condition Thg~ Taw Uconv
for the coolant flow inside the cavity is engine representative on Naw="7 "7 ~ 7 | Z @
. . . hg c f'(Thg Tc)
the pressure side but as the coolant is not heated from the suction

side the relationship between coolant core temperature and mixggere 7 is the diabatic film cooling effectiveness based on the
bulk temperature at the ejection slot might deviate from the reattual measured wall temperatufBg instead ofT,,,. As in the
engine. However, the overall film cooling effectiveness inltlde Eresem experiments near adiabatic conditions are achieyex,
region should not be affected as measurements performed with far from 7,,, (the deviation is typically in the range of 3 to
traversable temperature probe at the slot exit indicate that or¥;). The isoenergetic heat transfer coefficignis still unknown
small temperature variations of around 5% exist between the copi-Eq. (2). In accordance to Gritsch et dlL8] it can be derived
ant core flow and the internal near wall region of the pressufeéom the principle of superposition for film cooling by performing
side. Therefore, a similar temperature variation on the suction sig&econd experiment with an altered wall temperatbyeheating
(caused by heatingwould not significantly change the relation-or cooling the wall for the same flow conditions. In the present
ship between the coolant core and the mixed bulk temperaturegaise, the isoenergetic heat transfer coefficient is determined from
the coolant flow. a correlation for two-dimensional tangential slot ejection sug-
gested by Bittlingef19] as there are no data available in the open

diriqngrrgi%c:lal ,;fc?va\}:uvr\;?]gre Ezgk-]gilr%ﬁ{sicmal tceanieeraotLretrr]r?;e_ iIiterature dealing with heat transfer in the rangextfl <10 for at
P PPIRG:st similar film cooling geometries. Although this correlation

on the film-cooled surface is of particular interest, IR?Jloes not perfectly describe the present film cooling situation, it

Thermography can be applied as a powerful means. The ma% il makes sense to use it for the determinationygf, as even in

advantage of IR-Thermography is its high spatial resolution. : - . . .
the present study, the infrared scanner THERMOVISION 900 %{hse of(minor) deviations of the isoenergetic heat transfer coeffi

S . . . ; entsh; the overall quality of the results will benefit from the
AGEMA is gtlllzed with @ maximum resolution of 136272 pix- correction procedure described in Eg). An uncertainty study
els. Each pixel represents a surface area of ¥®66 mnf. The

for the present near adiabatic conditions reveals that even for a

frame rate of the scanner is 15 Hz. To eliminate scattering effeggo, geviation irh; the relative error of the adiabatic film cooling
all temperature mappings derived by the scanner are averagegciiveness will be less than 2.5%.

results based on 32 single frames. Good optical accessibility is
provided by three sapphire windows integrated in the top channel
wall. To increase accuracy, the infrared data is calibrated by sev-
eral thermocouples embedded on the test plate. Applying tHixperimental Results
measurement technique a relative error of less than 1% of the

surface temperature measurements can be achieved. . Discharge Coefficients. The dischgrge coefficiel@y quanti-
fies the global pressure loss for the internal coolant pasdage

Data Processing Scheme. Since the material of the test plate(3)). It is defined by the ratio of the measured coolant mass flux
is not perfectly adiabatic there still exigelbeit sligh} heat trans- and the ideal mass flux resulting from an isentropic expansion
fer between the solid 3 test plate and the flow that has a nonfrom the total pressure;;, measured upstream of the first rib row
negligible influence on the measured surface temperatures. To @el region), to the static pressune, of the main flow. As refer-
termine the adiabatic wall temperatur@®., the adiabatic film ence area, the total area of the ejection siotis chosen.
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All discharge coefficients are determined at main flow cond
tions described earlieFigure 4 shows the measured discharge
coefficients for varying Re

All discharge coefficients group around a value@§~0.33.
Usually, the discharge coefficient decreases asfReduced so it
is interesting to see that in the present configurationdperalue
starts to increase again for Re5000. As this behavior was not
observed without the presence of the main flow it is most likel
that coolant is entrained by the high velocity main flow. As
consequence, the static pressure at the slot exit is reduced. Fu: «
blowing ratio of M =0, the described suction effects result in
static pressure which is significantly lower inside the coolant ¢
ity than in the main flow.

zH [-] \
UL JUIE)UIEEI 11811

#H [-]
- N I

0 —#xH[-] 100 [-]
f?:ig. 5 Adiabatic film cooling effectiveness 7w ON the trailing
agage cutback for different blowing rations M

Adiabatic Film Cooling Effectiveness. The surface tempera- cially at lower blowing ratios the interaction process is character-
ture is mapped on the trailing edge cutbatlfregion inFig. 3) ized by a permanent and random regrouping of coalescing jets.
by means of IR-Thermography and the data processing methbuis leads to the characteristic shift of peaks and troughs of the
described earlier is appliedtigure 5 shows the adiabatic film adiabatic film cooling effectiveness Fig. 5 asM changes from
cooling effectivenessy,,,, downstream of the ejection slot for 0.65 to 0.55. The frequency of this phenomenon is highly depen-
different blowing ratiosM. dent on the blowing ratio. In case & =0.65 re-grouping takes

The characteristic, two-dimensional distribution gf,, is a place once within 10 minutes. Fd1=0.5 no steady condition
clear indication for a pronounced flow interaction between coolacan be achieved at all, as regrouping occurs every few seconds
and hot gas. Two neighboring coolant jets seem to coalesce ressi&rting with a sudden separation of the cooling jets, which is
ing in a characteristic pattern of adiabatic film cooling effectiveprobably induced by turbulent flow disturbances downstream of
ness on the trailing edge cutback. This pattermgf is formed by the lip. The state of separated jets is unstable and only exists for a
peaks located on the centerlines of every second rib, and troudgéa seconds. Then the jets randomly re-coalesce as shofig.in
on the centerlines of the two neighboring ribs caused by the e5(a).
pansion of hot gas in the wake region of these ribs. Although the normal case is groups of two attached coolant

For the present rib array with its 21 ribs and 22 coolant jets thets, sometimes also three jets are found to coalesce, e.g., as a
coalescence of each two jets normally results in 11 peaks of adiasult of a regrouping process, shifting the local peak of film
batic film cooling effectiveness on the trailing edge cutback with @ooling effectiveness from the rib centerline to the centerline of
central peak downstream of the symmetry-rib as showrRign 5 the central coolant jet. Whenever this phenomenon occurs, it is
for M>0.55. limited to one or two locations on the cutback region. The attach-

The maximum values of adiabatic film cooling effectiveness ament of three jets is characterized by its relatively unstable nature
less than unity and range from 0.82 fotr=0.35 to 0.95 forM  and it sometimes induces a second mechanism of regrouping as
=1.1. This is mainly caused by hot gas entrainment in the wakbown inFig. 6(b): one of the two outer jets suddenly separates
region of the ribs, where recirculation and a high level of turbufrom the group and flaps to the neighboring two-jet group to par-
lence promote the mixing of the two flows. Another reason for icipate in a new, laterally shifted, three-jet coalescence.
decreased maximum adiabatic film cooling effectiveness is theFor blowing ratios oM >1.1 the groups of coalesced jets tend
described nonuniformity of the coolant temperature at the ejectitm re-separate probably due to their increased momentum. Then,
slot which is caused by heat conduction through the hot solile typical pattern of adiabatic film cooling effectiveness on the
walls. In the present case this leads to an effective bulk tempeteailing edge cutback is replaced by an almost one-dimensional
ture of the coolant which is slightly above the core temperaturdistribution of 7,,, due to turbulent mixing between the discrete
T. used for the definition ofy,,, coolant jets. The momentum-induced jet separation does not take

It is interesting to note that for higher blowing ratios no unplace abruptly; furthermore separated as well as coalesced jets are
steadiness can be identified with the IR scanner whereas esfpemnd to coexist for a blowing ratio d1 =1.1.
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Fig. 6 Observed regrouping mechanisms for (a) two-jet coa-

lescence and (b) three-jet coalescence Fig. 7 Computational domain with applied boundary types
and example of a grid (j-2 model )
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There are some indications for the so-called Coanda effect be- =
ing involved in the observed interaction phenomena. Due to tHRElUding jets, mixing layers, and separated flows has been found
effect, two closely located parallel plane jets show the tendency®be substantially better than that of the standa model.
attach as the static pressure between them is reduced by entraid-n€ internal as well as the external flow field of the investigated
ment of surrounding fluid into the jets. trailing edge cooling design is highly influenced by the presence
It is important to emphasize that for the present configuratidf surrounding walls. To predict such wall-bounded flows accu-
the coolant jets do not show any tendency to coalesce in the &Btely, the near-wall region is described by means of a two-layer
sence of a main flow. approach, which completely resolves the boundary layer all the
In order to gain a more detailed insight in the flow field on th&ay down to the viscous sublayer. Therefore, fine meshes have to
trailing edge cutback, computational studies are performed whig applied in the near-wall region with wall adjacent cell sizes of

will be presented in the following section. y"<5.

Computational Results

Computational Studies . iy

) ) ) ~ Main flow and coolant boundary conditions as well as the op-

Supporting three-dimensional steady and unsteady CFD studi@gting pressure are derived from the experiment.

are performed to gain a deeper insight into the flow field that is For~ a1 computational studies second order discretization
responsible for the observed coolant jet interaction on the trailinghemes are utilized. As convergence criterion of the iterative so-
edge cutback. For the numerical investigation the commercigtion process a decrease of at least five orders of magnitude in all
CFD-solver Fluent 6 is applied. Fluent 6 is based on an unstrygsiduals is required.
tured solver using a finite volume approach for the solution of the \ost of the simulations are done in an unsteady frame as recent
Reynolds averaged Navier-Stoké®ANS) equations and is espe- pyplications by Holloway et a[.10,11 show that periodic vortex
cially well suited for parallel processing. By performing the simushedding can occur downstream of the lip. Furthermore, for the
lations on up to ten nodes of an IBM RS/6000 SP supercomput@ityal coolant Reynolds numbers, vortex street instabilities are
convergence is typically reached within one day. likely to develop in the wake region behind the ribs.

_ Geometry and Computational Grid. Several models of the  pressure Distribution. Figure 8 shows the normalized static
investigated cooling configuration are generated for the numeriggbssure 6/p,,) inside the coolant cavityx{H<0) and down-
studies. The computational domain of all models extends from tBgeam of the ejection slot along the center line of a coolant jet for

beginning ofL1 to the end ofL3 (seeFig. 3) and includes the three different blowing ratios. A good agreement is shown be-
main flow region as well as the whole internal coolant cavity. As

several flow symmetries are indicated by the experiments the lat-
eral extension of the trailing edge models can be reduced. For *-~
numerical investigation of the experimentally observed interactic

phenomena, meshes are generated for covering(jp2omode) e

and six(j-6 mode) coolant jets. P[] ']
All modeling is performed in Gambit 2.04, the standard mes

generator of Fluent 6. Each computational grid is built by sever
blocks of different grid topology forming an unstructured hybric 0.9%5
mesh. In the main flow region hexahedrals are used whereas
coolant cavity is meshed by tetrahedral cells. Both megj@s

andj-6 mode) consist of approximately 1.3 million cellfigure 099
7 shows the domain and the chosen boundary types for one of
computational models.

In order to guaranteeya” of around 1 for the wall adjacent cell W Exp;M=0.55| & Exp,M=080| © Exp.;M=1.10
row, the mesh in the near wall region is either created by means U783
Gambit’s boundary layer function or it is adaptively refined ir -20 -13 -10
Fluent.

L1 L2 L3

o035

o036

Cp=0.37

o0

CFD; M=0.55 CFD; M=0.80 [ —CFD; M=1.10

-3 0 5 10 wH[]

) ) ) - Fig. 8 Comparison of measured and predicted pressure along
Turbulence Modeling. The realizablek-e model is utilized the centerline of a coolant jet and resulting discharge coeffi-
for the present computations as its performance on shear flovisnts for different M
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Fig. 9 Predicted adiabatic film cooling effectiveness Naw for o =p -2 " g
different blowing ratios M (j-2 model ) 0.4 Exp.; M=0.80 ==
0.2 1| » CFD; M=0.80
tween the pressure, measured on several locations inside coo L . e = —
cavity and the numerical results. The plotted distributiofrig. 8 0.8 e e
is characterized by a decrease of static pressure due to flowac """ |/ -----.__..5_
eration in the converging 1 region and, more pronounced, at the (.6 W
beginning of the second rib row. 04 | o —— =
.

Downstream of the ejection slot.8 region,x/H>0) the static — Exp.; M=0.55
pressure increases as the main flow is decelerated behind 0.2 || g CFD; M=0.55
backward facing step of the film cooling configuration. After at [/ f :
taining a peak level, the static pressure starts to decrease a( 0 2 4 6 8 10 xH[-]
caused by flow acceleration on the converging trailing edge ct
back. The resulting discharge coefficients are givefrign 8 as
well. In comparison to the experimental results showfim 4, a Fig. 10 Comparison of measured and predicted laterally aver-
slight over-prediction can be noted. With respect to the very lo@@ed adiabatic film cooling effectiveness for different blowing
pressure ratio which drives the coolant flow, these deviatiorf@ios M
which are less than 10% seem to be acceptable.

Adiabatic Film Cooling Effectiveness. In Fig. 9 the compu- of the trailing edge cutback even a flow parallel to that wall has a
tational results of the adiabatic film cooling effectiveness aigositive y-component Due to the Coanda effect each two jets
shown for three different blowing ratios. At a first glance the CFBtay attached so that a stable state is developed. The resulting flow
predictions show the same characteristic temperature distributiggid is highly complex and consists of different vortex-systems
on the trailing edge cutback as in the experiment. and recirculation zonegrigure 12 shows velocity vector plots

Figure 9 also indicates that especially for lower blowing ratioslownstream of the ejection slot at different plareg as well as
vortex street instabilities in the wake region of the ribs appear thae planes.
cause periodic temperature fluctuations on the cooled surfacelt is evident that the flow simulation based on a model which
Nevertheless it can be stated that unsteady effects only seentaepsiders just two coolant jets is only able to predict dual jet
have a minor influence on the adiabatic film cooling effectivenesgsteraction(if any). Therefore additionalsteady simulations are
for the present configuration. performed utilizing the second model with six coolant jets. These

For a quantitative comparison between computational and esemputations should give an answer to the question whether the
perimental results, the adiabatic film cooling effectiveness is latbserved interaction of three jets is predicted by CFD, Fogure
erally averaged for three different blowing ratios and plotted ih3 shows the adiabatic wall temperature distribution on the trail-
Fig. 10. ing edge cutback for a blowing ratio & =0.8. It indicates that

A surprisingly good agreement between experiment and CFDégen the interaction of three jets is correctly predicted by CFD.
found, which is especially true favl =0.55 where experimental The mechanisms for the interaction are just the same as de-
and numerical results practically coincide. Nevertheless, it can beribed above. In the present simulation the hot gas randomly
stated that with an increasing blowing ratty the numerical re- expands at two locations in the wake region of a rib which leads
sults tend to overpredict the experimental findings. This is mainfyot only to an attachment of two jets but also to a group of three
caused by an overprediction of the maximum adiabatic film cool-
ing effectiveness—,,, reaches unity over an extended region on
the trailing edge surface whereas it stayed always below that le’
in the experiment. i

Furthermore, strong temperature gradients between the hot :
cold regions in lateral direction on the trailing edge cutback ind |
cate that the turbulent mixing process is underpredicted by CF_|-y

R

Flow Field Downstream of the Ejection Slot. In the follow-
ing section, the view is focused on the mechanisms of the cool: |-
jet interaction Figure 11 shows the relative velocity magnitude as |

’ *
,‘. ZH[]
well as they-component of the velocity on a plane, parallel to th -

trailing edge cutback along the centerlines of the coolant jets 0 S ’ __i 0 xH[] 12
=H/2) for M =0.80. [

The plot of the relative velocity magnitude clearly shows th 0 02 04 06 wup -0.05 0 005 uyupg
characteristic jet attachment. The relatisgomponent indicates
that interaction is caused by the constriction of the coolant jets g, 11 Velocity magnitude  (left) and relative y-velocity com-
hot gas from above locally expands into the wake region of eveggnent (right) in the plane of the jet centerlines ~ (y=Hi2) for a
second rib and displaces the jétote that due to the inclination blowing ratio of M=0.80
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Fig. 12 Flow field at different planes downstream of the ejec-

tion slot for M=0.80 (vectors not to scale )

jets coalescing. Finally, there are some observations in the solu- R =
tion progress of additional CFD studies which are not considered 3
here, indicating that also the observed process of regrouping can

be captured by CFD.

more, the observed phenomenon of regrouping of attached coolant
jets leads to an additional thermal fatigue of the film cooled trail-
ing edge.
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Nomenclature

>
I

= ejection slot total areém?)

rib width (mm)

discharge coeff. @p=mg rea/ Mc.idea)

= diameter of circular coolant passagem)

slot height(mm)

heat transfer coefficiertV/(m?K))

char. length (=LO+L1+L2+L3) referring toFig.
3 (mm)

blowing ratio M = (pcUc)/(pngUng))

= mass flow ratgkg/s)

pressureN/m?)

heat flux(W/m?)

ideal gas constar(tl/kg K)

Reynolds numbetbased either o or L as charac-
teristic length

fillet radius (mm)

= rib pitch (mm)

= temperaturégK)

t = lip thickness(mm)

o
Il

r>IO
Il Il

Tawo 3 <
Il

Re =

u = velocity (m/9
) X, ¥, Z = coordinategorigin: ejection slox (m)
Conclusions
i ) ) ) - Greek
In this work, film cooling of a turbine blade trailing edge by — trail d d

means of circular coolant jets emerging from a ribbed passage is C; B gal |né;) e ?e wethgekangl(eie@

experimentally as well as numerically investigated. It is found that = boundary layer thic nessnm)
8, = displacement thicknegsnm)

interaction between the coolant jets and the main flow leads to an
attachment of up to three jets resulting in a characteristic tempera-7aw

adiabatic film cooling effectivenessyf,=(Tng

_Taw)/(Thg_Tc))
= ratio of specific heats
= thermal conductivity W/(mK))
dynamic viscosity(Pag

ture distribution on the trailing edge cutback. By means of nu-
merical studies, the mechanisms of the observed interaction phe-
nomenona are identified.

Finally, it must be emphasized that the investigated cooling -
configuration seems to be not desirable for film cooling of the — pressure rar?g
trailing edge cutback as the attachment of coolant jets results in = density(kg/nm)
severe temperature gradients on the film cooled surface. Furth®ubscripts

© AT > x
Il

aw = adiabatic wall
c = coolant
. cond = conductive
Interaction of f = iso-energetic
two coolant jets hg = hot gas
rad = radiative
r; = rib index
—— | tot = total
Interaction of w = wall
three coolant jets
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Interaction of Film Cooling Rows:
Effects of Hole Geometry and Row
Spacing on the Cooling
hrcton Sauner Performance Downstream of the
.= | Second Row of Holes

Christian.Saumweber@its.uni-karlsruhe.de

Achmed Schulz A comprehensive set of generic experiments is conducted to investigate the interaction of
film cooling rows. Five different film cooling configurations are considered on a large-
Lehrstuhl und Institut fiir Thermische scale basis each consisting of two rows of film cooling holes in staggered arrangement.
Strémungsmaschinen, The hole pitch to diameter ratio within each row is kept constant at RADThe spacing
Universitat Karlsruhe (TH.), between the rows is either x/10, 20, or 30. Fan-shaped holes or simple cylindrical
Kaiserstr. 12, holes with an inclination angle of 30 deg and a hole length of 6-hole diameters are used.
Karlsruhe 76128, Germany With a hot gas Mach number of Ma0.3, an engine like density ratio gf./pn,
=1.75, and a freestream turbulence intensity of Tm11% are established. Operating
conditions are varied in terms of blowing ratio for the upstream and, independently, the
downstream row in the range GGV <2.0. The results illustrate the importance of con-
sidering ejection into an already film-cooled boundary layer. Adiabatic film cooling effec-
tiveness and heat transfer coefficients are significantly increased. The decay of effective-
ness with streamwise distance is much less pronounced downstream of the second row
primarily due to pre-cooling of the boundary layer by the first row of holes. Additionally,
a comparison of measured effectiveness data with predictions according to the widely
used superposition model of Sellers is given for two rows of fanshaped holes.
[DOI: 10.1115/1.1731395

Introduction holes effectively lowers the temperature at the ejection location of

. . . he second row of holes. Another reason is given by Sinha et al.
Todays gas turbines are heading towards higher pressure ratégﬁ who report that the coolant ejected by the upstream row of

and higher turbine inlet temperatures to increase cycle efficien les significantly thickens the boundary layer. For conditions
and primarily in aeroengine applications towards less turbine

stages. Consequently. the thermal and mechanical loads of CW|t_h velocity ratios of coolant-to-hot gas smaller than unity, i.e.,
ges. a Y, . . %%wing ratios smaller than the density ratio, the thicker boundary
ponents exposed to the hot gas are increased as well, which

cessitates extremely efficient cooling configurations in order t ?fer will reduce the velocity gradients in the shear layer between
y o g g ' _tRe coolant from the second row and the external flow. This will,
guarantee acceptable lifetimes. State-of-the-art film cooli

schemes with shaped holes of various geometry are emplove ncording to the authors, result in lower turbulence levels and
P 9 y ploy: ch sequently in reduced mixing of coolant and hot gas.

e ponch s o ol soniestons . 1 I coolg chemes conising,of o or more s f
P gair, 9 9 tﬁoles, the row arrangemefitin line” or “staggered”) and the

be very accurately adjusted to the local thermal and aerodynarrd}gtance between the rows are important geometric parameters. As

Cogguﬁgfr’e';ﬁ' g;ealcs’icr?llger%tv\logdf'nm cooling holes the coolant?” be expected, larger row to row spacing is detrimental in terms
g 9 f film cooling effectiveness downstream of the second row of

mixes with the hot gas resulting in decreasing cooling effectivg, o o1 ™, “general, a staggered arrangement shows superior
ness. Particularly in high-pressure turbine cooling applications | ey !

is, therefore, necessary to regenerate the cooling film. This rformance as compared to an in line configurati6it]. For a

achieved by ejecting coolant from a second row of holes which I};ﬁ'ge row to row spacing, however, the impact of the row arrange-

! . X ment, staggered or in line, is small since with increasing distance
placed downstream of the first row at a certain streamwise dk © coolant film from the upstream row becomes more uniform

tance. The coolant jets from the second row interact with t Thd two-dimensiona[8]. In order to improve the lateral distribu-
coolant from the upstream row, that partially has mixed with h on of the coolant, holes with compound angle orientation are
gas. In the past, a limited number of studies has been conduc(i gnetimes used fc;r one or both rows of holes. In general, this
that aim on characterizing the major phenomena of this interactiper};ldS to higher laterally averaged film cooling éﬁectivenes,s at
and on highlighting the resulting effects on film cooling ef‘fective[east close to the ejection locatidis,g]. On the other hand. theré

ness t_andt_ heat_ transfer. A confntr)lotr;] tr:en?tln thfe resu]Ltr_s gf tth ?ght be a detrimental effect in terms of heat transfer augmenta-
investigations is an increase of both heat transfer coeffidight, otri1(312’ [10], and possibly aerodynamic lossgs].
r

and t"?‘d'albat'? film C°0|2'n39 eiﬁcnl\’ ?tnesf_s ?jpwn_stream”of thg stec om the studies mentioned so far it can be concluded, that the
e_Jeccljotr: Oﬁa :cor(e.ﬁ.,[ h])' Ie atterfin dmbg |shusua Y SUbStan- e formance of two or more rows of holes significantly depends
tiated by the fact that the coolant ejected by the upstream row @l ie geometric set up. Since most film cooling data is available

for single rows of holes only, designers need to use a superposi-

Contributed by the International Gas Turbine Institute and presented at the Intgrs ; ; B : _
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, erﬁlgn law to predict film cooling effectiveness downstream of mul

16-19, 2003. Manuscript received by the IGTI December 2002; final revision MaréiPI€ €jection locations. Most widely used is the approach of Sell-
2003. Paper No. 2003-GT-38195. Review Chair: H. R. Simmons. ers[11], which was derived for multiple slot film cooling. The
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Fig. 1 Schematic of the experimental facility specimen

cooling fluid supply
adiabatic wall temperature downstream of a second row of holes coolant plenum
is predicted by substituting the adiabatic wall temperature due ,g% 2 Film-cooling test section
upstream coolant ejection for the hot gas temperature in the gxsts)

pression of film cooling effectiveness. By assuming equal coolant

temperatures at both ejection locations it can be shown that this

leads to

(modules for heat transfer

ejection holes, turbulence grids of various geometry can be in-
Naw= M1+ 72(1— 77) (1) stalled. Just downstream of the boundary layer bleed, the bound-

. ) . . ary layer is tripped to be turbulent.
with #, the film cooling effectiveness for only the upstream row )'/I'heytest segtﬁ)or(uFig. 2) consists of a channel with rectangular

present andy, the film cooling effectiveness of only the down-Cross section and measures 220 mm in width and 48 mm in

stream row present. It is ob\_/lous that K@) can be extended_to height. On the top, several sapphire windows enable excellent
calculate f'lm. cqollng eff.ectlveness.downstream .Of an.arb.'tra%tical access for nonintrusive diagnostics. One sidewall is
number of ejection locations. For film cooling with cyllndncalequiploed with a traversing mechanism for combined total-
holes, the agreement between predictions according télEgnd gressure—total-temperature probes, that can be placed at several

Bwetaslured da_t? \_/;/asz fognd to be good no# ﬁ.nlz fo[:)lﬂat_platette HPeamwise positions. The bottom of the test section is given by a
ut also on airfoils[2]. However, in case of higher blowing ra ®Smodular segmented test plate, that carries the film-cooling hole

and smaller row to row spacing significant discrepancies hag : :
" . X . ecimen which are connected to the coolant plenum. The seg-
been detected12-14. No validations are available in the litera- ﬁ P 9

8 - mentation of the test plate allows for a straightforward modifica-
ture for rows of shaped film-cooling holes.

All studies mentioned so far have been conducted using diff tion of the spacing between the two film cooling rows. Cooling air

ent combinations of rows with cylindrical holes. The ejection co(jf’.‘su‘)p“Gd to the plenum as part of the air delivered by the radial

X . X ; ) ompressor, which is split into maithot gag and secondary
figuration was varied with respect to compound or simple angje |-y fiow upstream of the hot gas control valteeFig. 1).
holes, inline or staggered arrangement of the rows, inclinati

rows with shaped holes is available in the open literature. Furth%r-
more, only a very limited number of studies has been conduct
that aim to investigate the impact of varying streamwise distancesA” tests are carried out using ejection modules with seven film-
between the two rows. Finally, in terms of ejection parameters, jing holes in a row. Two types of holes are investigated: a
the_re is only .one investigation that_ focuse_s on the Impacts %}:ple cylindrical hole and a fan-shaped hole. Their baseline ge-
various combinations of blowing ratios, which necessitates, th

the elected f tes f the t b ed | etry is shown inFig. 3. The diameter of the cylindrical hole
€ €jected mass tiow rates from the two rows can be vared i the diameter of the cylindrical inlet portion of the fanshaped

deper)dently. The present study addresses these three.issue isD=5 mm. Downstream of a cylindrical inlet section with
contains a comprehensive set of measurements on the interac Oféngth of 2D, the fan-shaped holes are expanded in lateral

?f film CgogggD rt°W|S' that allows extensive validation of correlagirection with an angle of 14 deg resulting in an exit-to-entry-area
1ons an 00’s. ratio of 3. For both holes, the inclination angle with respect to the

uipped with a screen to ensure a uniform distribution of cooling

Experimental Facility and Test Conditions

The present investigation is carried out in an open loop hot )
wind tunnel at the Institut fiuThermische Stnmungsmaschinen eysoosh
(ITS), University of Karlsruhe(Fig. 1). Air is delivered to the test e
section by a radial compressor with a pressure ratio of 1.5 and a 3o°

maximum mass flow rate of 3 kg/s. After passing a control valve,
the air enters an electrical heater consisting of 18 heating car-

tridges with a maximum total power of 270 kW. A static mixer, W %9/
several screens, a flow straightener, and a contraction nozzle gen-

erate a homogenous temperature and velocity field at the wind

tunnel inlet. A boundary layer bleed allows to control the bound- cylindrical hole fanshaped hole

ary layer thickness at the location of coolant film ejection. In front

of the boundary layer bleed, 90-hole diameters upstream of the Fig. 3 Film-cooling hole geometry
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Table 1 Operating conditions to-adiabatic” tests, particularly the same temperature ratio. For
that reasory is varied by varying the wall temperature only. The

Reyn gf;;%‘;@gfist o ’\égl 1.‘23;31@ segmented test plate used for this second set of experiments again
Reynolds number 2nd row Bﬁz <204 16 consists of 6 modules, that are made qf .the glass-ceramic material
Hole diameter D 5 mm Macor© which has a thermal conductivity of 2 WiK). To en-
Distance upstream 1st row & 85D hance the heat flux through the test plate and, therefore, to de-
Pitch to diameter ratio P/D 4 creasey, internal cooling with a temperature controlled silicon oil

ITl{rb“'e;”lgﬁ '?ﬁes”(fa'l% TA“ 2511%0 circuit is applied(seeFig. 1).
So?%rgs ten%]perature Tim 515 K For both, “close-to-adiabatic” and heat transfer tests, surface
Coolant temperature tc 290 K temperature mappings on the test plates are acquired by an infra-
Density ratio pclpm ) . red (IR) camera systertAGEMA 900), that has proven its accu-
BIOW'”(glgt'%V‘\’IpS"eam My Cylc')ng”fﬂ h1°|5es' racy and reliabilty in previous studief20,21. The IR camera
fan-shaped holes: ~ Provides a two-dimensional distribution of temperatures that is
0.5, 1.0, 2.0 digitized into an array of 272 times 136 pixels. According to the
Blowing ratio downstream M, cylindrical holes optical setup used in the experiments this results in a spatial reso-
(2nd row 0.5,0.75, 1.0, 1.25, 1.5 |ytion of 0.8 mm times 0.8 mm per pixel. The hot gas surface of
O.gagﬁgaq%j T.).llsesz.o each test plate is covered by a black paint with a well-known
Cooling Configurations B JiCy, Cy,x/D=20  emissivity of 0.95. Two 0.25 mm NiCr-Ni-thermocouples are em-
(1st row, 2nd row, 2) Cy, Fs,x/D=20 bedded flush with the surface of each module for an in-situ cali-
streamwise spacing, 3) Fs, Fsx/D=20  bration of the infrared camera readinf®?]. The temperatures on
Cy=cylindrical holes 4) Fs, Fsx/ID=10  the pack surface of each module are monitored by two further

Fs=fanshaped holgs 5 Fs, Fsx/D=30 ¢ 55 NjCr-Ni thermocouples in case of the Macor© modules and

one 0.25 NiCr-Ni thermocouple in case of the Tecapeek© mod-
ules. For each test, IR images and thermocouple temperatures are
recorded simultaneously. The measured temperatures are interpo-
hot gas surface is 30 deg, the length-to-diameter fatld is 6, lated onto a finite elemerFE) mesh of the respective test plate.
the pitch-to-diameter ratio is kept constant at 4. Entry and exit he FE model is restricted to a representative slice of the test plate
the holes are sharp edged. The interior surfaces are aerodynamnid extends half a pitch to either side of the symmetry plane of
cally smooth. Five cooling configurations are tested, each consiite center hole. By this approach and due to the large width of the
ing of two rows of film cooling holes in staggered arrangemenést section, sidewall effects can be neglected. A steady-state ther-
with different hole geometry and varying streamwise spacing batal analysis is performed in order to calculate the three-
tween the two rows. For each cooling configuration a series dimensional heat flux distribution of the test plate. The FE analy-
steady-state experiments is conducted at exactly the same hotgiasallows to account for conduction effects in lateral and
flow conditions. During all the tests, the static temperature rat@reamwise direction and to derive the correct wall normal heat
T./T,, is kept constant at 0.57, leading to an engine-like densitlux. The measured surface temperatures of the two data sets to-
ratio of p./p,=1.75. Each cooling configuration is tested with 1§ether with the respective wall normal heat flux distribution from
different combinations of blowing ratios at the upstream arithe FE analysis allow to calculate two pairs lofand 6. From
downstream row. The calculation of the blowing ralttiois based these, finally, the adiabatic film cooling effectiveness and the heat
on the cross-sectional area at the hole inlet. A complete set of thansfer coefficients with film coolingp; can be determined by

operating conditions is given ihable 1 means of an extrapolation according to E).
The first quantity of interest is the adiabatic film-cooling effec-
tiveness which is defined by Experimental Uncertainties

Uncertainties are estimated according to the procedure pro-

T (2) posed by Kline and McClintock23]. Mach number is kept con-
recm - Tte stant within =1.6%. Uncertainty in setting the blowing ratio is

To measure adiabatic film-cooling effectiveness it is required t62%. Density ratio uncertainty isc1.7%. The uncertainty in
establish thermal boundary conditions as close as possible to adi&erally averaged adiabatic effectiveness amounts #4e=0.004
batic. The segmented test plate used for these experiments ce.036. The lower value of the range corresponds to locations
sists of 6 modules, each DOlong in streamwise direction, which with poor cooling performance, the upper value to regions with
are machined out of the high temperature thermoplastic materéicellent cooling performance. Based on the abAvea maxi-
Tecapeek©. Tecapeek® has a low thermal conductivity of OrBum relative error in laterally averaged adiabatic effectiveness of
W/(mK) and a maximum operating temperature of about 570 Kz 4% is calculated. For the laterally averaged dimensionless heat
The superposition approach of film coolifd,5-19, is used in transfer coefficient with film coolind;/hy, a maximum uncer-
order to determine the local adiabatic film cooling effectiveness &sinty of +15% is estimated.
well as the local heat transfer coefficient with film coolirg,,
which is the second quantity of interest in the present study: Results

Trec,m - Taw

Naw™ T

h(6)=h;- (1— 540) (3) In the following only a limited part of the complete data base is
presented and discussed. It is intended to extract the more relevant

with features in order to focus on the key issues of the interaction of
Tie— Treem film cooling rows with shaped holes.
0= ? 4) In order to benchmark and validate the experimental procedure,
w recm

adiabatic film-cooling effectiveness data downstream of a single
In general, to acquire the linear relation betwdeand 6 of Eq. row of holes is compared to results of previous investigations, see
(3), two measurements df at two differentd have to be per- Fig. 4. Because no other study is available with a hole pitch of
formed. The first data set is given by the measurements with thD, centerline effectiveness data is used instead of laterally aver-
low thermal conductivity test plate. For a given flow field dataged data in case of the cylindrical holepen symbols and dash-
points close th=0 and = 6,,=1/n are generated. The seconddotted line, respectively Since for fan-shaped holé&lled sym-
data set has to be acquired with a dimensionless temperature Hifls and solid line, respectivelgenterline data are rarely found
ferent from 14 but at the same flow conditions as for the “closein the literature, comparison is made on basis of laterally averaged
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06 Present Study, Gy, M=1.0, 1057 hole centerline, leading to pronounced temperature gradients in
pen| DR=1.75,Tu=51% | lateral direction. By the first row coolant ejection, these tempera-
05 Ty O Bons et al. (1984), Cy, M=0.72, ture gradients are extenuated in comparison to single row ejection.
4 & _% A :;fr'l‘r;"’ét'ﬁ'(‘:::;)T‘g G=0_72 In case of a second row of fan-shaped holes, the coolant distribu-
04 ke -0.55, DR=0.95, Tu=6.5% tion is more uniform in lateral direction with a double-peak pat-
- X ] @ ;E’}'",;df_’,,"g %‘;s_aédo(}?ﬂh% tern close to the hole exit as typical for this kind of holes. Based
- 03 1 ~ © Gritsch et al (1898, Cy, M=1.0, on CFD studies for single fan-shaped holes it can be stated that
& 2 T 1=0.54, DR=1.85, Tu=1.4%, the two outer peaks close to the ejection location are a result of a
~. O p J
03 e 22 | — Present Study, FS_lat, M=0.5, i ing insi i
1N.\. , 10,15, DRo1 75, Tast.1% separation bubble forming inside the diffuser on the downstream
] : r-é—., & Gritsch et al. (1998), FS_lat, P=4, wall close to the centerline. _The bubble for_ces more coolant to-
L g M=05, I=0.14, DR=1.85 Tu=14%,| \wards the sidewalls of the diffuser thereby improving the lateral
e e O e P | coolant distribution and generating the double peak pattern. For
oo 5 10 15 o ' ' ' both, cylindrical and fanshaped holes, the upstream coolant ejec-
/D[] tion increases the local values of adiabatic effectiveness by up to
50% or even more. This is caused by a pre-cooling of the bound-
Fig. 4 Comparison of film cooling effectiveness with data of ary layer by the upstream row and the presence of additional
other studies coolant in the mid-pitch area of the downstream row. Another

plausible explanation for the beneficial effect of the upstream row
might be the following. For the staggered arrangement considered
values in spite of different pitches. Operating conditions have thedpr_es?qnt St%dy tze Jets OI tEe downstream rO\IN orf]_holes_ are
been selected such to establish similarity in terms of moment pcted in the midpitch area of the upstream row. In this region,
flux ratio rather than in terms of blowing ratio because the varioJse Kidney vortices of the upstream row generate a secondary flow
investigations have been conducted with very different densi ich is oriented towards the wall. By that, the Jets of the dOW.”'
ratios(DR, indicated in the captignFor the cylindrical holes, the ream row are pushed towards the surface_ which results in a
film cooling effectiveness is smaller as compared to the data & uced tendency to det_ach from the wall. Since _the str_ength of
Gritsch et al[20] at Tu=1.4% and the data of Bons et f24] at this secondary flow is highly dependent on blowing ratio, hole
Tu=1%, since the turbulence level in the present study is iffhaP€: and row spacing, more work is required to prove this hy-
qgthess. Finally, it is obvious that an upstream row of fanshaped

creased to 5.1%. On the other hand, film-cooling effectivenessh | Its i h bett ‘ tect o d ¢
larger in comparison to the studies of Schmidt and Bo§agjiat 10'€S resulls in much betier surface protection also downstream

Tu=10% and Bons et a[24] at Tu=6.5%, which again is at- the second row of holes in comparison to an upstream row of

tributed to the different turbulence levels. The fact, that the data ¥/indrical holes. The distance between two rows of fan-shaped
Bons et al[24] is very close to the data of Schmidt and Bogardi!es on the other hand appears to only moderately affect the
[25] despite the lower freestream turbulence intensity can be fectiveness levels with advantages at smaller row to row spac-
plained by the steeper inclination angle employed in Ra4]. Ng: @s could be expected. . .
The film-cooling effectiveness of the fanshaped holes is compared " the designer it might be important to know which combi-
to the data of Lutum et a[26], which used a very similar hole natlc_)n of u_pstrearr_\ and downstream row blow_lng ra_tlos lead to
geometry. Although the pitch is larger in RE26], laterally aver- maximum film cooling performance. Large blowing ratios can ex-

aged effectiveness levels are very similar. This finding is a res{@nd the intensively cooled area downstream the second row of
of the convex surface curvature employed by Lutum ef24], holes and have been recommended to be used rather for the up-

which—at  blowing ratios lower than approximatelyStream row by other authors previoudlg). On the other hand, a
M = 1—increases film cooling effectiveness and, therefore, pdfge blowing ratio used for the upstream row of holes might
tially compensates for the larger pitch. The single hole data #fastically reduce film-cooling performance in the area between
Gritsch et al[20] could be converted to a “virtual pitch” of @  the two rows due to jet detachment. In the following, results for
(in [20] it is given for P=5.5D only) since the local values are different combinations of upstream and downstream row blowing
available at ITS. Close to the ejection location effectiveness levé@{ios are presented in order to highlight their impact on film
are larger in comparison to those of the present study primarf@oling performance. Laterally and spatially averaged values of
because of the lower turbulence level[20]. Since Gritsch et al. adiabatic film-cooling effectiveness are used whereas lateral aver-
[20] used a single holéas opposed to a row of holes in the curren@ding has been performed over a width of one pitet4D) and
paper film cooling effectiveness decays more rapidly resulting igPatial averages have been calculated over an area of one pitch in
similar effectiveness levels for both data setg/#@i =7. Compris- Width and 20-hole diameters in streamwise length, startin® 1.5
ing the results presented Fig. 4 it can be stated that the datadownstream of the ejection location.
agree quite well with results of previous studies although only a Figure 6 shows laterally averaged values of adiabatic film cool-
reasonable match of the experimental conditions can be obtainéd effectiveness plotted versus the distance from the second ejec-
For a rather qualitative first impression local distributions dfion location for two rows of cylindrical holes with a spacing of
adiabatic film cooling effectiveness downstream of the seco@®-hole diameters. Data from single-row ejection is shown addi-
row of holes are presented Fig. 5 for varying row to row spac- tionally for a blowing ratio ofM =0.5. It can be recognized that
ing and different hole shapes. The blowing ratio of the fitgi- due to the upstream coolant ejection laterally averaged effective-
stream row is M;=1.0 whereas the blowing ratio of the secondiess is increased by the order of 40—-50% in comparison to single-
(downstreamrow is kept constant af1,=0.5. Additionally, com- row ejection. Again, the results indicate, that the cooling perfor-
parison is made to coolant ejection from single rows of cylindricaance is dominated by the downstream row of holes, whereas the
and fan-shaped holes, for which the respective effectiveness pé#stream row blowing ratio is less important. In all cases, how-
tern is shown on the bottom dfig. 5. For each of the seven ever, an upstream blowing ratio & ,;=1.0 leads to higher film
different cooling configurations the shape of the second row oboling effectiveness than a blowing ratio 8,;=0.5 or M,
holes is indicated schematically in the figure. At a first glance, thre 1.5 for constant downstream blowing ratib, .
beneficial effect of the upstream row coolant ejection becomesThe predominance of the second row of holes is most pro-
apparent despite the fact, that the general characteristics are damiinced for the combination of an upstream row of cylindrical
nated by the second row of holes and are similar to coolant ejdgwles with a downstream row of fanshaped holes, Big 7.
tion from a single row. If the second row consists of cylindricaParticularly for the largest second row blowing ratio$=2.0 a
holes, the coolant is concentrated in the area downstream of tlaiation of the mass flow rate ejected by the upstream row in the
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range 0.5xM;<1.5 is almost ineffective for the adiabatic film-
cooling effectiveness. This finding indicates, that for this partict
lar film cooling configuration the blowing ratio of the upstrean
row should be such that the area upstream of the second row
sufficiently cooled.

A completely different characteristic is observed when tw
rows of fanshaped holes are used, &g 8. For the operating

conditions established in the current study, no jet detachment__
separation from the sidewalls of the diffusor could be detected f_'
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Fig. 5 Local distributions of film-cooling effectiveness
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the fanshaped holes. Consequently lateral distribution of coole
is excellent and a continuous augmentation of film cooling effe:
tiveness with increasing ejected mass flow rate is found. For tt
reason, not only the downstream but also the upstream row blo
ing ratio significantly affects film cooling effectiveness for this
configuration.

Spatially averaged values of adiabatic film-cooling effective
ness can be used in order to give a survey on the performance
the three film-cooling configurations discussed just previously, s
Fig. 9. For two rows of cylindrical holes with a spacing of 20
optimum performance based on spatially averaged effectivenes
achieved with an upstream blowing ratio of ratid;=1.0 than

lat

n

0.2 1

0.1 1

— O

0.5 or 1.5. The downstream row blowing ratio should be in theig. 6 Laterally averaged adiabatic effectiveness; first row:

range ofM,=0.75. More interesting in this figure is the fact, thatylindrical; second row: cylindrical; spacing: 20
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Fig. 7 Laterally averaged adiabatic effectiveness; first row:
cylindrical; second row: fan-shaped; spacing: 20 D
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Fig. 9 Spatially averaged adiabatic film-cooling effectiveness
versus downstream row blowing ratio

downstream of two rows of Cylindrical holes a deviation from the The Spacing between two rows of Cy|indrica| ﬁ|m_coo|ing holes

optimum blowing ratios does not lead to significant penalties. Thigas been identified a crucial quantity in previous investigations. In
is in contrast to the observations made for single row ejectiqRe current study, for the first time, data sets on adiabatic film-
(e.g.,[27]), for which usually a pronounced decline of spatiallyooling effectiveness are presented with varying distances be-
averaged effectiveness due to jet detachment is detected whenyif}€en two rows of fan-shaped holes at otherwise constant condi-

blowing ratio is increased beyond the optimum. This finding cofifons, seerig. 10. It can be seen that for a given combination of

firms the previous statement, that larger blowing ratios can P@stream and downstream row blowing ratio the impact of the
Used more effeCtlve|y with the SeCOnd row Of holes. The faCt, thgﬁ)acing is quite signiﬁcant. By reducing the distance between the

the influence of the first row blowing ratio significantly dependgyo rows of fanshaped holes from BOto 10D, an increase of

on the geometry of the upstream row of holes is again impregterally averaged effectiveness of up to 20% is observed. Addi-
sively substantiated blfig. 9. For a combination of an upstreamtipnally, when performance downstream of both rows is consid-
row of cylindrical holes and a downstream row of fanshapegked for different combinations of upstream and downstream row
holes, the spatially averaged effectiveness is basically a functigrywing ratio, the figure again indicates, that higher coolant mass
of the downstream row blowing ratio. If the first row consists ofiow rates are used more effectively with the downstream row of

fan-shaped holes too, the upstream row blowing ratio is an adgj|es.

tional important parameter for the film cooling performance As already mentioned in the introduction, the widely used su-

downstream of the second ejection location.

perposition approach of Sellef$1] to predict film cooling effec-
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Fig. 8 Laterally averaged adiabatic effectiveness; first row:
fan-shaped; 2nd row: fan-shaped; spacing: 20 D
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Fig. 10 Laterally averaged adiabatic effectiveness; first row:
fan-shaped; second row: fan-shaped; effect of row spacing
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Fig. 13 Comparison of measured reference heat transfer coef-
ficient hy with a correlation according to  [28,29]

Fig. 11 Comparison of measured and predicted data; first row:
fan-shaped; second row: fan-shaped; spacing: 10 D, M;=0.5

tiveness downstream of multiple ejection stations has been valle detected. Furthermore, it can be stated that the absolute differ-
dated for cylindrical holes and slot film cooling so far. Noences increase with increasing second row blowing ratio. The
comparison of measured and predicted data is available in ¢@mparison also shows that the model consistently underpredicts
open literature for several rows of shaped film-cooling holes. Ahe cooling performance. The latter finding implies, that the ap-
attempt was made to bridge that gap, comgéigs. 11 and 12 proach of Sellers might be used with some confidence as long as
Since it was expected, that small distances between the two raivsan be afforded that the potential of the coolant is not used
are most challenging for the model, the configuration with tweompletely.
rows of fan-shaped holes and a spacing db Mas selected for ~ The results of the heat transfer measurements are presented in
this purpose. Furthermore, since the region immediately dowigrms of laterally averaged heat transfer coefficients with film
stream of the second ejection location is most critical, the test @doling, h;, normalized with a laterally averaged baseline heat
the approach is restricted to this area. As can be seenfigm transfer coefficient for the flat platdy,. The laterally averaged
11 and 12 the agreement of predicted and measured data is quitgseline heat transfer coefficieriig are derived from additional
satisfying for small second row blowing ratios and distances momeeasurements without film cooling. A dummy insert without
than 10-hole diameters downstream of the second ejection lob@les instead of the film-cooling hole specimen is used for these
tion. Close to the second row, however, differences of up to 258%sts in order to avoid disturbances caused by the holes, that can
significantly affect the near-wall aerodynamics. In order to vali-
date the experimental approach, the baseline heat transfer coeffi-

cients are compared to a correlation for a flat plate with a turbu-

1 - - - - - = — — — — — — — — — — — — — — -
r i M,=1.0, M,=0.5, pred.  lent boundary layer and unheated starting length given by Kays
M,=1.0, M,=0.75, pred. 54 Crawford28], which corresponds to the experimental set u
i — & M!=1.0 M:=1.0, pred. ’ p p p
| - T M1=1 0, M§=1 5, pred. of the current study. To account for the enhanced freestream tur-
084 — — - — - — — — — M;=1.0,M,=0.5 bulence level of 5.1% a correction according to B[&8] is em-
' —2 — M =1.0,M,=075 loyed. Good agreement of correlation and measured data with
En=1 —3O — M0 M=1.0 ployed. ag ;
- Fﬂg —03 — M}:1 0. M§:1 5 maximum deviations of about 10% was found, &ég. 13.
I | In Fig. 14 laterally averaged heat transfer coefficient ratios are

MNiat [']

Fig. 12 Comparison of measured and predicted data; first
row: fan-shaped; second row: fan-shaped; spacing: 10 D, M,
=1.0
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presented for two rows of cylindrical holes with a spacing of
20-hole diameters. In general, the heat transfer coefficient ratio is
enhanced with increasing ejected mass flow rate. Though not
shown in the figure, it was found that this is also true when the
blowing ratio of the upstream row is increased. However, the im-
pact of the first row blowing ratio is much weaker. Highest values
of heat transfer coefficients are detected close to the ejection lo-
cation. The decline with streamwise distance is not very pro-
nounced, which is in accordance to the results of Ligrani €94l.

The latter finding implies, that coolant ejection from a double row
of holes affects the boundary layer for quite a long distance from
the ejection location. By comparing the dataFdg. 14 to laterally
averaged heat transfer coefficient ratios from single-row ejection
(e.g., from Ref[30]), it becomes apparent, that downstream of
two rows of holes higher heat transfer coefficients can be ex-
pected. This might be explained by the fact, that due to the stag-
gered arrangement of the rows a larger part of the hot gas flow
along the surface is modified and disturbed by the coolant down-

APRIL 2004, Vol. 126 / 243
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Fig. 14 Laterally averaged heat transfer coefficient ratios: first
row: cylindrical; second row: cylindrical; spacing: 20 D

stream of both rows due to the presence of additional cold air jg
the midpitch area of the second row. Furthermore, as explaing

20
x/D []
Fig. 16 Laterally averaged heat transfer coefficient ratios; first
row: fan-shaped; second row: fan-shaped; spacing: 20 D

nts from Thole et a[31], larger turbulence levels prevail at the
t of a fan-shaped hole in comparison to a cylindrical hole,

previously, kidney vortices, which result from the upstream royy,,

of holes, might generate a secondary flow, that is oriented towa‘&(féa
the wall in the region of the downstream coolant ejection. By thaf, ¢
the jets of the second row are eventually pushed onto the surfag

ich might explain the higher heat transfer coefficients in the
r-hole region. The cause for the enhanced turbulence intensi-
at the hole exit is the separation bubble forming inside the

which results in an intensified contact of coolant and hot gas ap

higher heat transfer coefficients.

In Fig. 15 the laterally averaged heat transfer coefficient rati
for an upstream row of cylindrical holes and a downstream row ¢
fan-shaped holes is presented. The spacing between the two roy,
is likewise 20-hole diameters. Close to the hole exit the heat tra
fer coefficients are again enhanced with increased ejected mgs
flow. In comparison to the configuration Bfg. 14 with two rows
of cylindrical holes, higher values for the extrapolated heat trang
fer coefficienth; are found close to the hole exit for the sam

user, as discussed in context wig. 5. Further downstream,
wever, the heat transfer coefficient ratios decline rapidly, which
implies, that the variation of heat transfer coefficient with stream-
ise distance is much more pronounced as compared to the pre-
ous configuration. Additionally, the dependence of heat transfer
icient ratio on the ejected mass flow rate becomes very small

R downstream distances beyond about 15-hole diameters. Though

£ shown inFig. 15—based on additional measurements—it can
be stated that the impact of the upstream row blowing ratio is
gain much weaker.

€ "Similar results are found for a combination of two rows of

combination of blowing ratios. According to flow field measurétsnshaped holes with a spacing of 20-hole diameters, compare
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Fig. 15 Laterally averaged heat transfer coefficient ratios: first

row; cylindrical;, second row: fan-shaped; spacing: 20
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D

40

Fig. 16. Again, there is a large variation of heat transfer coeffi-
cients with the ejected mass flow rate and the distance from the
ejection location in the near hole region. Further downstream,
however, heat transfer coefficients vary only slightly with stream-
wise distance and are almost independent of the ejected mass flow
rate. In comparison to the configurationkify. 15, the heat trans-

fer coefficients are smaller, which appears to be surprising from a
first glance. In order to better understand this experimental result,
supplementary CFD calculations are performed using Fluent 6©
by Fluent®© Inc.. The computational domain starts B.bipstream

of the first ejection location and extends R1downstream of the
second row of holes. The central pitch of the second row is mod-
eled. With the exception of the integral length scale, the boundary
conditions are consistent to the experiments, Bdge 1. Turbu-
lence modeling is achieved using a realizeable model with

two layer wall treatment. The near wall region is very accurately
resolved withy * values of unity, leading to an overall grid size of
1.6 million hexahedral cells. Parallel computations are run on four
machines with together eight CPUs and 8 GB RAM. The velocity
vectors presented iRig. 17 are used to explain the experimental
observations. By comparing the size and location of the kidney
vortices downstream of the coolant ejectiorr=2D) it is evident,

that they are more stretched out in lateral direction in case of an
upstream row of cylindrical holes. Furthermore, the vertical ve-
locities in the centery(=0) are smaller for the configuration with
an upstream row of cylindrical holes. Both findings imply, that the
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Fig. 18 Laterally averaged heat transfer coefficient ratios; first
row: fan-shaped; second row: fan-shaped; spacing: 10 D

Fs, Fs, x/D=20, x=2D Conclusions
125 An experimental study has been performed to investigate the

interaction of film cooling rows. Fan-shaped holes or simple cy-

(ARRRRREN Lrrrrrrrrnt

R K LR RRAN Prrrrtrenn et ! g WS,

e HRN ”%%”;H lindrical holes with an inclination angle of 30 deg and a hole

0 ssliin NN WL length of 6-hole diameters have been used. Operating conditions

N .. b 442//1111 ‘i have been varied in terms of blowing ratio for the upstream and—

N 025 FEem GGt . C

' T, ¢ /\/\f,ﬁﬁ\?f; : independently—the downstream row in the range<Qvb<2.0.
0 1 5 The key findings of this study can be summarized as follows:

 Film-cooling performance downstream of two rows of holes

) ) ) is dominated by the second row hole shape and blowing ratio.

Fig. 17 Velocity vectors in a lateral-normal place 4 D upstream

» Due to the coolant ejection by an upstream row film cooling
effectiveness is significantly increased downstream of the second
ejection location.

 For two rows of cylindrical holes a second row blowing ratio
in the range oM ,=0.75 leads to optimum performance. In con-
trast to single-row ejection, deviations from this optimum have
strength of the vortex motion upstream of the second ejecti@fly moderate impacts on film-cooling performance in the near
location and the resulting secondary flow towards the wall is moke@le region. For that reason, higher blowing ratios can be used
intense in case of an upstream row of cylindrical holes, which with the downstream row more effectively. The latter statement is
confirmed by the corresponding vector plots in a plane just upiso valid, if the downstream and/or upstream row consists of
stream the coolant ejectiom€ —4D). This, however, leads to an fan-shaped holes. The advantage of higher second row blowing
intensified contact of second row coolant with the wall, resultingatios is, that the area of adequate cooling can be extended further
in higher heat transfer coefficients. Furthermore, though npi streamwise direction.
shown inFig. 17, it is observed that the CFD prediction indicates . |f the downstream row consists of fan-shaped holes no dis-
higher near-wall velocities and higher velocity gradients in case gf, optimum for the second row blowing ratio is found within
an upstream row of cylindrical holes. This again substantiates range investigated{< =2.0). Film cooling effectiveness is

partia!ly explains the high_er he?‘t transfer coefficients found in tQ:‘?)ntinuously improved with increasing downstream row blowing
experiments for this configuration. ratio

From the results ofigs. 14-16it can be concluded that similar = The effect of decreasing the spacing between two rows of

to the corresponding film cooling effectiveness results, the heat ; ) . ;
%U shaped holes on film cooling performance will be small, since

transfer coefficients seem to be dominated by the geometry ; . . . :
the blowing ratio of the downstream row of holes. Reducing t th film cooling effectiveness and heat transfer coefficient ratios

spacing between two rows of fan-shaped holes increases the gHéaincreased simultaneously. o
downstream of the second ejection location where higher heat The superposition approach of Sellgtd] leads to satisfying
transfer coefficients prevail, séég. 18 Additionally, the level of agreement between measured and predicted data for two rows of
the heat transfer coefficient ratio is increased at moderate to higii-shaped holes for low blowing ratios in regions more thad 10
blowing ratios. It can be expected that this detrimental effect dpwnstream of the second ejection location. Close to the second
least partially compensates the increased effectiveness levels thw of holes the model consistently underpredicts the measured

and 2 D downstream of the second row for
=0.5

M;=1.0 and M,

to a reduced spacing, which have been presentédginl0.
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film-cooling effectiveness by up to 25%.
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University of Oxford,
Parks Road, New techniques for processing transient liquid crystal heat transfer experiment have been
Oxford, 0X1 3PJ, UK developed. The methods are able to measure detailed local heat transfer coefficient and
adiabatic wall temperature in a three temperature system from a single transient test
using the full intensity history recorded. Transient liquid crystal processing methods in-

Lynne Turner variably assume that lateral conduction is negligible and so the heat conduction process
Rolls-Royce plc., can be considered one-dimensional into the substrate. However, in regions with high
P.0. Box 3, Filton, temperature variation such as immediately downstream of a film-cooling hole, it is found
Bristol, BS34 7QE, UK that lateral conduction can become significant. For this reason, a procedure which allows
e-mail: lynne.turner@rolls-royce.com for conduction in three dimensions was developed by the authors. The paper is the first

report of a means of correcting data from the transient heat transfer liquid crystal ex-
periments for the effects of significant lateral conduction. The technique was applied to a
film cooling system as an example and a detailed uncertainty analysis performed.
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Introduction advancement of transient liquid crystal methods. Recent develop-
ments have included changes in the form of the variation of the

Thermochromic liquid crystalfTLC) have been widely used in gas temperature throughout the experiment to include a series of

experimental heat transfer studies because of their ability to obt h |

full-surface temperature measurement accurately. Liquid cr S%Fps(Baug n et al[13]).

ull-su P . - Yt o nsient liquid crystal techniques are also widely used in
techniques are also more economical than multiple surface thﬁ_lr-

) . . ree-temperature systenis.g., where boundary conditions are
moc_ou_ples measurements dndlike IR_|mag|ng can _be used on s?t by the freestream temperature, wall temperature, and injection
the inside surfaces of wind tunnels without expensive IR ther

images or special windows. Liquid crystals are used in bo mperaturg such as film-cooling heat transfer experiments. Be-

steadv-state and transient heat transfer measurement technictease the heat transfer coefficient and the film-cooling effective-
y . ESs in film cooling tests are both unknown at every measurement
Steady-state heat transfer techniques have been developed byI

merous researchers such as Den Ouden and Hoogen@irn tion, two equations need to be solved for the two parameters.
; Thi n implemen ither carryin multipl
Cooper et al[2], Baughn et al[3], Lucas et al.[4], Sargison Is can be implemented by either carrying out a multiple test

et al.[5], etc. strategy or by applying a mixture of two or more carefully chosen

= lent tests offer full data f indle test liquid crystals to the model surfaggeland and Jon€g 4]) while
ransient tests ofier iufl coverage data from a singie test agdeying'the problem well conditioned. Vedula and Metzgés
can produce high resolution data faster than alternative metho

- . hni I K . ith b posed a two-test strategy for film-cooling configurations in
ransient techniques also make expenments with narrow ich two experimental tests were performed with different local

liquid crystals easier to process. It is more desirable to use Sevefgy temperatures, to determine both the film-cooling and heat
narrow band liquid crystals to obtain multiple temperature signals,nsfer distributions by altering the fixed mainstream and injec-
by the means of color intensity rather than the hue signals of gy, fjo temperature. Chambers et 6] further developed the
wide band crystals because of problems in viewing angle, lighkjea to a three-test strategy for experiments with a significant
|ng,_and |ntc_arnal _ref!ectlon. I_relan(_:i et éﬁ,_?] have described the range of heat transfer coefficient. Earlier, Wang ef@l.had de-
baS|c_tranS|ent I|qU|d_ technlque in detail. In such heat tran_sf%k)ped the “temperature history matching technique” to find
experiments, a test piece is exposed to a sudden rise or drop ingR&, parameters from one single test. This applied a regression
freestream temperature. The normal assumptions are that the fgsfhod to select heat transfer and adiabatic wall temperature val-
piece is a semi-infinite solid and that the transient temperatyigs 1o minimize the sum of the squared differences between the
response is governed by the heat conducting one-dimensionaf{¥asyred surface temperature and a semi-infinite transient con-
into the model. An experiment is classified as a two temperatuigction model.

system when the thermal boundary conditions are set by a singléy|| the transient techniques mentioned above assume that heat
gas temperature and the wall temperature. A liquid crystal coatiggnqyction can be considered one-dimensional. However, in re-
is applied to the surface exposed to the flow. A video came%ns where large temperature variations occur or when the test
records the color play while the model temperature starts ipyration is long, lateral conduction becomes significant and the
change. The color play data yields the temperature history of thge_gimensional heat equation is not applicable. A few workers
model surface and hence the local heat transfer coefficient disy{kye presented methods of overcoming problems of lateral con-
bution. Much effort(Wang et al.[8,9], Lucas et al.[10], van  gyction in associated methods. Walker et[dl7—19 gave an
Treuren et al[11], Son et al[12], etc) has been expended in thegyerview of the existing estimation methods and proposed a two-
dimensional inverse heat conduction method to evaluate high un-

Contributed by the International Gas Turbine Institute and presented at the Intgg; i ;
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Jfﬁfeady heat fiuxes in supersonic flow. They corrected the results

e . . . ..
16-19, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 200&0”1 multiple heat flux gauges by iteratively refining a guessed
Paper No. 2003-GT-38446. Review Chair: H. R. Simmons. distribution. Lin and Wangj20] suggested that under some condi-
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Fig. 2 Section of the test plate

QS) @ straightener. The coolant is at room temperature and therefore the
// coolant to freestream flow density ratio is about 1.17.

video T The test plates were first coated with a layer of black ink on top
horma grabioa: of the perspex to eliminate transmitted light. A layer comprising a
mixture of three liquid crystals was applied on top. The mixture
contains liquid crystal materials BM/R25C1W/S40, BM/
R30C1W/S40 and BM/R33C1W/S40 supplied by Hallcrest Lim-
ited. A foil type-T thermocouple was glued to the surface before
. . . . . the ink and the liquid crystal were applied. This was used to
tions results using the one-dimensional analysis were 15-2Q¥p g e the starting temperature of the test plate for each test and
higher than using the three-dimensional conduction techniqug. cajiprate the liquid crystal coating. A video camera was posi-
They presented a hue-angle transient liquid crystal technique Y§heq to record the liquid crystal color change during the test.
ing Qlectrical heater and a three-dimensional inverse transient CQi, the experiment, a frame grabber was used to capture the
duction scheme. However, these methods were only developedip, e signals at a rate of 25 frames per second and to convert the
measure heat transfer in two temperature systems and are nc;((/g format tapes to digital BMP format. The captured frames
direct application to the conventional transient liquid crystajare next converted to raw red. blue and green signals using
method. Saumweber et §21] used full-surface temperature datagoyare written in MATLAB. '
from an IR camera as a boundary condition in a finite elementgach ransient test began when the heater mesh was switched
model of the surface but for a steady-state experiment. on. Simultaneously, the video camera captured the liquid crystal

The present paper details the authors’ development of & traisior change. A data logger was used to record the transient tem-

sient narrow-band liquid crystal technique to overcome problemg a1 re history of freestream gas and coolant injection flow mea-
in using wideband liquid crystals and the lack of robustness Iy o using fast response thermocouples.

three temperature system measurements. The new technique also

corrects errors cause by lateral conduction in a computationa . .
efficient way. The first pzrt of this paper described a tepchnique lt%eory and Processing Technique
measure both the heat transfer coefficient and adiabatic wall temFilm cooling is a conventional three temperature system where
perature of a three-temperature system from a single test in the thermal boundary conditions are set by the freestream gas
absence of lateral conduction. The second part reports a thrigmperaturd 4., the wall surface temperaturg,,, and the cool-
dimensional direct numerical method to measure these paramegstemperaturel,, as illustrated irFig. 3.

when effect of lateral conduction becomes significant. A simple In a transient heat transfer experiment, if we assume that the
film-cooling experiment was employed to demonstrate the techeat conduction process is one-dimensional into a semi-infinite
nique on a three-temperature system and an uncertainty analysiestance, the heat conduction model can be mathematically de-
was reported. scribed by the Fourier equation

Coarmeras

Fig. 1 Film cooling experimental setup

o _ . #PT 14T
Description of the Experimental Facility and the — = (1)
0z a ot
Procedure

A series of film cooling experiments was performed in a test ri/ith initial conditions
section built into one side of a suction type wind tunnel shown in T=T, when t=0.
Fig. 1. The engine flow fields were characterized by low Mach .
number and the investigation was performed using air d$'€ boundary conditions are
freestream and coolant at low speed. JT
Air is drawn through the test section at nominal velocity of 16 —k—
m/s. The test section was manufactured from perspex plate which oz
has a rectangular shape of 160 mm by 57 mm. The air was guidsaty
into the test section by the inlet contraction. The mesh heater
(Gillespie[22]) was electrically powered and provided a near step
change increase in the freestream temperature of up to 70°C 2
boundary layer bleed followed by a boundary layer trip wer TQDS -~ ) e —
placed after the heater mesh and before the test piece to prod —’- / = TiEmpes sl
repeatable, known test conditions of a turbulent boundary lay: 5 Fo, SR
The test piece consisted of one single film-cooling hole. The hc
has a diameter of 3 mm and was inclined at 20° to the surface //,.--""/ Tw
the test plate, as shown Fig. 2. The test plate was 16 mm thick, /
and hence with a test duration time of no more than 45 s, TL’- 7
semi-infinite wall analysis could be used.
The coolant flow(air) to the film cooling holes was supplied via
a British Standard orifice meter to a plenum and through a flow Fig. 3 Film cooling

=h(Tay,—Tw) When z=0; (2)
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Fig. 4 Three-dimensional surface temperature lookup table

T=T, when z—, guessed values df and . The surface temperature then varies
) ) ) ) o along the vertical bold line with time as shown in the plot on the
Taw is the adiabatic wall temperature afig is the initial wall  right.
temperature. With a step change in fluid temperature, the surfac&he search routine adopted, which considers a set of permuta-
temperatureT,,, is given by tions, was found to be faster than alternative routines and the
T T results more easily intgrpreted as the method developed.
% —1—exp Berfd B) ©) In fact, as the batteries used to supply power to the heater mesh
Taw—To aged, the gas temperature change began to deviate from a simple
step. The differential equation for temperature was solved under
conditions of a ramp change in gas temperatligure 5 de-
hyt scribes the method of ramps graphically. The gas temperature
B=——. (4) change was represented as a single step combined with a series of
pck summed and delayed ramps. The equation for surface temperature

If we define the dimensionless adiabatic wall temperatardilm ~ can be rewritten as
cooling effectivenegsas

where

n
n= TE"LTQE‘S’ (5) Tw=Tot Tsept Zl mU(t—t;) (7
Tc_Tgas
by substituting forT,,, using Eq.(5) into Eq. (3) where
Tw(t)_To o 2 h\/f
e Toud T T CRPTAR O g (T Tol - erap)] with p=——. (@)
p

As the values off,, T¢, Tgasand JpCk are known for any ex-

periment the surface temperature histofly,(t)) can be calcu- m; is the gradient of each ramp in the series, and

lated given specific values dfand » using Eq.(6). This allows a

search routine to seledt and » to minimize the sum of the 2 1—ef5'2erfo(ﬁ’)
squared differences between the measured green signal and a pre- U(t—t)=(t—t;)| 1— ,\/—+ > 9
dicted signal as described below. The image processing software BNm B

first calculates all such surface temperature variations for permgy,

tations ofh and 7. Figure 4 illustrates the process. In practibe

was divided into 70 logarithmically incremented steps andto hi—t
20 equally divided steps. Location on the lower heat transfer co- '= L
efficient, film-cooling effectiveness plane is determined by the Vpck
4 4 -
| t2 Time |s] X Tme 13
! A | ’ N
sl i 5 .
s
= i @ o o
5 : 5
M2 Time [s) 13 1 Time 3 v v
Fig. 5 Method of ramps
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Fig. 6 The least-squares regression technique

Both the measured gas temperature and measured coolant tEmation of peaks for the green signal shown above. With the new
perature were represented by synchronized superposed andrdgression method, the fitting process is strongly influenced by the
layed ramps. location of the large slopes of the normalized green signal rather

A predicted surface temperature history for any particular valdukan the peak positions. This image processing method uses the
of h and 5 can be extracted from the three-dimensional matrix, dsll time history of the liquid crystal data and does not rely on
indicated by the diagram on the rightleig. 4. For simplicity, this identification of discrete features such as intensity peaks. The
three-dimensional surface temperature history matrix will bmethod allows analysis of noisy data, such as the above, because
called Tyregice Tpredict iS USed in the regression analysis explainedf the wide range of data points that are compared in the regres-

below. sion sum as opposed to analysis of just three peaks.
The diagram on the right dfig. 6 represents the residue levels
Liquid Crystal Color Signal Analysis for all combination oth (along the horizontal axjsand » (vertical

After the calibration was determined, all the predicted tempergz('s)' All residue values above a limite., particularly poor fits
were rejected and appear as white in the fimand » contours.

ture histories in Jreqicewere combined with the liquid crystal cali- I o )
bration to create a three-dimensional predicted green intensligﬁcree?hgrgzzt'fri'td'cates the position of the smallest residue and

lookup table. Each theoretical green intensity history in this three-
dimensional lookup table was normalized by dividing the sum of ] ] ) .
the theoretical green signals for each samples for the durationTdiree-Dimensional Conduction Technique Development

the analysis. In other words, each element in the block shown inyyhen analyzing in detail the surface immediately downstream
Fig. 4 is divided by the sum of all the elements in the verticalt the film cooling hole, the authors found that heat conducted in
column (meaning samé and ») that includes the element. The,o y (aligned with a hole axis and in same direction as the
normalized signals are stored in the new three-dimensional al¥estream and y (across the hole and perpendicular to the

denotedS. Exactly the same process of normalization was carrigghastreamdirections could not be neglected. The coordinate sys-
out for the measured green signals for every pixel. This expeflsy is shown iFig. 7.

mental normalized green intensity level was stored in a three-cgpsider the three-dimensional transient conduction equation
dimensional matrix with the same size 8sand the former is

referred to ass. After normalization, the normalized green inten- T AT AT 14T
sity signal should rise from the same base level and reach the PP R T
same intensity peak level for all the pixels reaching the same ox= gy oz
temperature, and hence least regression can be applied diregiat conduction can only be assumed to be one-dimensional
betweenS andG to determine the most like combinationto&ind  (52T/9z2=1/adT/dt) when

7. The least square regression is used to select the two parameters

(h and ) that minimize the sum of the square differences between PT 14T PT 14T

the measured normalized green intensitydrand the predicted ﬁ< 2ot an P< poierat 12)
normalized signals irS. The right pair ofh and % generates a y

predicted surface temperature history that best fits the experimé&mder the related thermal boundary condition of a step change in
tal temperature data for every pixel. The least-square regressh@at flux, it can be shown that this condition is satisfied when

gives the

(11)

Minimum[sum((G—S)?)]. (10)
An example of best fit is illustrated iRig. 6. The plot on the

left shows the best fit predicted normalized green intensity matrD. ;

ing on the experimental signal for a particular pixel. The diagral irection of X

on the right represents a residue map for all combinatiamarid Freesﬁeam ’ 5 =
Y

Film cooling hole

7, where residue is the sum o6 S)2. The left plot inFig. 6

indicates some advantages of the regression method over the r

tiple peak detection method used in other heat transfer experi-

ments. The noise on the signal would make it difficult to detect thieig. 7 Direction of freestream and axis of a film cooling hole
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Fig. 8 Polynomial approximation of the measured heat flux
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Fig. 10 Assessment of
film cooling hold, test time

8°ql 6y? and g/2at downstream of a
t=5s

figures that levels iw?q/dy? is much smaller than/2at outside

This is the necessary condition that lateral conduction has no sige film cooling regions, the. critgrioﬁ?q/@yzﬁqlzat.is satisfied
nificant effect on the analysis for the perspex temperature charigedl hence lateral conduction is not significant in these areas.
and the complete differential equation can be approximated by tHewever, in regions downstream of the film cooling hole,

one-dimensional version.

5%qlay? rises abovey/2at as the test duration increases from 1 to

In order to determine whether lateral conduction was significaBtseconds. The criteriosq/dy?><q/2at is not satisfied in these
in the film cooling experiments, the heat flux at different timegegions. Hence without considering heat flow in theirection,
during the test was calculated from the measured surface tempava-can conclude that lateral conduction is significant as we re-

ture history from liquid crystal images at positizfd= 1.5 down-

quire both criteria of Eq(13) to be satisfied. This also suggested

stream of a film cooling hole. Thesg heat flux levels can be athat lateral conduction is more likely to occur with longer test
proximated by amth-order polynomial and so heat flux can beduration. It became apparent that a three-dimensional model of the

expressed as a function of distance alongytlaeis. This is illus-

conduction process was required.

trated inFig. 8 for a typical test 30 secs from the start. This

diagram shows the measured heat flux levels along #rds and

the polynomial best fifg). Note that the heat flux levels are al-

Direct Methods of Solving the Three-Dimensional

most uniform away from the film cooling hole, but decreas&onduction Equation

sharply in regions downstream of the film cooling hole.
After the surface heat flux arglare found g/2at andd?q/dy?
for different test durations can be determin&@jure 9 and Fig.

In order to process the lateral conduction affected data, a direct
method was developed to calculate the three-dimensional tem-
perature solution in the perspex substrate using the measured tran-

10 present they/2at and92q/ dy? variations for a test duration of sient surface temperature from the liquid crystal images as the
1 second and 5 seconds, respectively. It can be observed from Bagkhindary condition. The heat flux distribution at the surface was

120

test time t = 18 i
i e Zat
E 8 \ T
= LY
sl OF [d=1.5 ]
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Fig. 9 Assessmentof &%q/8y? and g/2at downstream of a film
cooling hold, testtime t=1s

Journal of Turbomachinery

then calculated using Fourier’s law from the calculated tempera-
ture distribution. Walker et al[16] stated that, although direct
methods are straightforward to implement, assumptions about
temperature distribution have to be made between sensors and the
differentiation of discretised data tends to cause unstable behavior
and inaccurate results. However, the liquid crystal technique pro-
vides much higher resolution data across the test surface than
conventional sensors. The pixel separation for the film cooling
experiments corresponds to a distance on the test surface of 0.165
mm. Because of the small distance between pixels, errors caused
by distribution assumptions above were minimized. These direct
methods have not been applied to the transient liquid crystal tech-
nigue before and therefore the authors gave a detailed description
in this work.

In one dimension, the heat flux is calculated as follows in a
conduction equation:

=—kAT= k(ﬂ- 14
a=—kaT=—k—. (14)
Equation (1) shows the one-dimensional Fourier equation. The
parabolic partial differentialEqg. (1)) can be solved by one of
three numerical methods, which are known (4 the explicit

method, (2) the Crank-Nicolson method of3) the implicit
method. The Crank-Nicolson and implicit methods are frequently

APRIL 2004, Vol. 126 / 251
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used for one-dimensional problems because they are unconditionHowever, this method requires solution of a large @d),times

ally stable, and have the ability to converge with larger time stegh), of simultaneous equations at each time step, whkis the
than the explicit method as shown in Gerf#8]. However, these number of unknown values in thg-direction andN in the
methods are not very efficient for solving the three-dimensiongdirection. A large amount of memory space is needed to store
Fourier equation. Therefore, new techniques have been develofiesl elements of the coefficient matrix in this implicit method, and
and described in the next section. the solution to each set of equations is slower. Therefore, to solve
the two or three-dimensional Fourier equation using the implicit

Three-Dimensional Analysis—Explicit Method. The tran- %ethod, a great deal of memory is required and the processing
h

sient heat conduction equation in three dimensions is given by
(11). We can use finite difference approximations to transform t

equation into the following algetz)raic equation. If we sBX ,q called the alternating direction implicit meth@dDI). In

=Ay=Az=A, and letr =kAt/cpA®, Eq.(11) becomes one-dimensional and two-dimensional analyses, this method, like
n+1_ cn n n n n n the implicit method, was proven to be stable for any time step, and
Nl T T T AT LT p ) p y p,
kS T T s T e Tt T 1+ Tijaced) to give rapid convergence. But the main advantage of this ADI

+(1—6r)Ti”’j,k (15) scheme over the implicit method is that the coefficient matrix is

now tri-diagonal, allowing rapid solution to each time step and a

significant saving in memory required. However, it should be note

. . . that in the three-dimensional case, not all fixed values ahd

Note that a forward difference approximation was used for t : .

. L . - .'enceAt are stable using this method.

time derivative and central differences used for the spatial der'va'Douglas[ZS] presented a modified alternating direction method

tives. : ; i, : ;
. . hich retained the stability advantage for the three-dimensional
Once the video is recorded, the temperature data are sample &Hsient heat conduction equation. The method is unconditionally

the image pixel resolgtion antlis fixed ifA).(' Ay, andAzar_e all stable for all values of and At. Researchers such as Kellogg

e(ﬂ]ual. Thus value Gfl's gofvs/rg?d by the time step%. "t] this CaS86], Fairweather and Mitchell27], and Stong28] also intro-

Ir-| asa maxlltrr?umr\]/a ueho el or convergenche an Zabﬁﬁgﬂ‘ duced other modifications of the ADI method. Douglas’ scheme,
owever, although each pixel is square in shapa<Ay), Az however, is well established and relatively easy to implement in

(step size into the semi-infinite substapoan be changed to a m ' oroaram and w. hosen nalvze the transient liqui
smaller value thaAx and Ay to improve accuracy. Geral@3] computer program and was chosen to analyze the transient liquid

eed would be slow.
Peaceman and Rachfdi24] were the first to propose a method

wherex;=iAX, y;=]Ay, zz=kAz, t,=nAt for all the discretised
equations in this work.

o - o crystal data.
showed that, iAx=Ay+ Az, the stability criterion becomes Following Douglas[25], we can write the three-dimensional
KAt 1 heat conduction equation using the Crank-Nicolson approximation
(16) as

<—.

cpl(Ax)*+(Ay)*+(A2)%] 12 o
Equation(16) shows that the maximum value dft is restricted E(AZJF AZ4 AT = LB LK (18)
by the size of element. Decreasing the valuedxf Ay, andAz A At
can increase the spatial resolution kit must decrease for the
solution to remain stable. Each solution thus requires more tinfé
steps and increased processing time. Gdi2@flalso showed that (T = 2T +T0 )
methods such as the implicit method have a higher accuracy, AT = irLik TRk TTLik
when using the samat, than the explicit method. The explicit -
method has a stability limit oAt and in practice each solution . N
requires a large number of time steps. For this reason, the imp”%ﬁ)te that the scheme uses central differences for approximations

: : : : 1o both spatial and a temporal derivatives.
method is often used as it permits a larger without loss of X ) -
stability P The next step is to obtain an estimate of the temperature solu-

tion at a timet"* ! by using a central difference approximation for

the second derivative with respectx@nd forward difference for
Three-Dimensional Analysis—Alternating Direction y andz second derivates:

Implicit Method (ADI). For simplicity, at this point we con-

sider just the two-dimensional case rather than three-dimensional.

Gerald[23] showed that by rewriting the two-dimensional heat

equation using the implicit method, we obtain E#7);

ere

(Ax)? , etc. (19)

T* n+1_-|-n

1
2 1 2 2
ﬁ x(T* n+ Tn) 3 yTn ﬁ ZTn .

(208)

ntl —n a1 ntl . a1 el nil il Central difference approximation can also be used foryttieec-
T =T =Ty = 2T "+ TS+ T 50— 2T "+ 1521 tion 2nd derivative, Eq(20b) and thez direction 2nd derivative,
(A7) Eq.(20c)
Note that the central differences for the spatial derivatives used i

*% N+1 n
the explicit method and implicit method are different. In the ex-Z A2(#n+1,1n) 4 EAZ(T** N1y T L AZT= T
plicit method, a central difference approximation is used for2 * 27 z At
#°T/9x? and 9°T/dy? at timet" so T{|* is solved in terms of (200)
temperature at time step In the implicit method, a central dif- 1 1
ference approximation is applied at tirtie' 1. Therefore, the new _A)Z((T*"HJr ™)+ _As('r** UARTS LR _Ag('rfH Ly
temperaturér{frl is a function of unknown temperatures at adja- 2 2
cent positions, but not given directly in terms of known tempera- TH*n+1_n
ture at time stem as for the explicit method. For the Crank- =—F. (20c)

Nicolson methodg?T/dx? and 4°T/dy? are replaced by central At
difference approximations at both*! andt". The new tempera- T*n+1 gnd T** "+1 gre the initial approximations of"*! from
ture T{‘J“ for the Crank-Nicolson method is thus both a functiofEqgs. (20a) and (20b). After some rearrangement, EqR0) be-
of known temperature af and adjacent unknown temperatures atome
t"*1. Both the implicit method and Crank-Nicolson method are
unconditionally stable for any size aft, although small time 2_ 2\ ene1 2 2 2, 2\

' Ai——|T =—[AL+2A0+2A5+ = |T"  (21a)
steps are more accurate. At At
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Fig. 11 Node system for the three-dimensional conduction q_/
analysis z
Fig. 12 Heat flow within an element of the test section
(Ai—m) ™ nH:A,z,Tn—ET*nH (21b)  achieved between the measured normalized green signals and

these best fit extracted from tisematrix was evidencéas shown
in Fig. 6) of the success of this approach.
(Az_ i) Tn+lo A2Tn— ET** nt+1 (21c) The temperature distribution for each pixel is calculated by cy-
Z At z At cling through(21a), (21b), and(21c). The boundary condition at
each node corresponds to the measured surface temperature his-
Note that each Eq21) is derived from the forward difference tory. Note that each Eq21) can be written in the form of

approximations in two dimensions and uses a central difference >

for one dimension at a time, i.,n (a), yin (b) andzin (c). The A-b=c

left hand side of each equation gives a tri-diagonal matrix that ¢

be readily solved using a compact solution procedure since %{E

right-hand side is comprised of terms that can be evaluated from

ereA is a tridiagonal coefficient matrix arid is the tempera-
e vector to be determined in the form

the previous time step. To approximate the temperaftife, T Ti11
at timet" was first used in Eq(21a) to calculate first the tempo- Toi11
rary temperaturélr* "1 which was used witil" again in Eq. :

(21b) to evaluate the next temporary temperatufé&* "1, Tiix

T** "1 and T" were finally used in Eq(21c) to calculateT"" 2.

Therefore, for each time step, the temperafiifeand the subse- L . o

quent temporary temperature approximations have to alternAg MatrixA is tridiagonal, the equations can be solved easily with

through Eq/(21a), Eq.(21b), and finally Eq.(21c) for the approxi- & minimal memory requirement using LU decomposition.

mation of temperaturd"* 1. In the present procedurd,x andAy are taken to be the pixel
With a cubic or a rectangular parallelepiped region, DouglaaZz€ @nd the accuracy can be improved by decreasingndAt.

also proved that this method is stable for all valuesiaf Ay, ote that increased accuracy is at the expense of prolonged pro-

Az, andAt. The tri-diagonal matrix only needs three coefficientS€SSing time. .
with a dramatic reduction in memory space, relative to the inb- Once the ADI method has been used to determine the three-

licit or the Crank-Nicolson method with the non-triadiago! imensional temperature field variation with time, the temperature
gnd(N) matrix. gortd) gradient at the surface is calculated to find the heat flux variation
Figure 11 shows schematically the node system used to analy 24" tm;e. F'g_lf'r:e 1|2 showshan element ?f the test section a:j_the
the conduction problems. Each node is at an individual locatedP SY' acfe. e leemegt as 3 té’p Shlg ac:zi are:ll Corr.eSpO?] ing to
pixel from a processed video. The nodes from number 1 to e size of a pixel 4xx Ay) and depthAz. Heat flows into the

represent the area with nonuniform heat flux while nodes A to ement through the top surface and flows into neighboring el-
have uniform heat flux. The least square regression method pental blocks through conductionxny, andzdirections. Once
processing the normalized green signal above is used to deterniffe [Emperature distribution is evaluated by the ADI metitpd,

the surface temperature variation for each pixel during an expeffi: @1ddz can be estimated. The heat flux on the surface area can

ment. These surface temperature histories are then used as botiHl! Pe calculated from

ary condition for each node. Note that the procedure employs a q-q, JT gy da,

one-dimensional solution of the transient conduction equation to az =ch + WJF W (22)
regress on parametensand 7. As stated earlier, lateral conduction

was found to influence the temperature transient in regions down-The calculated surface heat flux can then be used to determine
stream of the film-cooling holes. The valueshofnd 7 recovered the adiabatic wall temperatuf@ence the film cooling effective-

in this fitting procedure are not used subsequently. The process&s$ and the heat transfer coefficient a procedure which can be
merely a method of establishing a best estimate of the surfaeplained using the plot shown Fig. 13 The surface heat flux
temperature variation over thirty to forty five seconds at eadbr each pixel can be plotted against the surface temperature rise.
pixel from the multicrystal image data. The excellent agreemelitthe mainstream temperature rise is a step change, the heat trans-
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Fig. 13 Calculated heat flux against surface temperature rise Fig. 15 Local film-cooling effectiveness data using one-

dimensional transient model

fer coefficient can be determined by the gradient of the plot anghyantages of ADI technique over the explicit method as process-

the adiabatic wall temperature can be f_ound _by the intercepti% time can be decreased by more than six times and yet, a better
between the plot and the temperature rise axis. When the Malituracy is achieved.

stream gas temperature is not a step change, surface heat flux

variationg can first be predicted with different combinationstof Results and Discussions

and 7 to generate a lookup table. A regression method can be use('1__.I i . ied inal

to compare the predicted and the calculated surface heat flux, FIm-cooling experiments were carried out on a single 3 mm

history from Eq.(22) to find the righth/7 pair. diameter hole test plate. The analysis employed the methods de-
Variations were evident between the different three-dimensiongj|0Ped above to obtain both film cooling effectiveness and heat

conduction analysis techniqudsgure 14 shows a comparison of transfer coefﬂugnt. The experiments were carried out W.'th a

heat flux variation against surface temperature rise calculated fbgestrleam Veg’ﬁ'tﬁ’ of 1?m/ S, a bIo;ngTrﬁ(BR) of 0.5 using air

the three-dimensional ADI and explicit methods for different tim coc()jan_t ﬁ”h o ‘3 '?C ination at 20°, edexpﬁrlmegts wellre per-

steps. The heat flux from a pixel was calculated by both threfmed wit ef:;t_e Iregstrea(wﬁo C)f ak? hur: e_ati_ r(:loo antl. q

dimensional techniques using time steps of 0.005, 0.01, and 0.038¢ Zone immediately downstream of the hole is highly coole

As shown in the diagram, the heat flux calculated by the Al

method approaches the “true” response much quicker by decre

ing At than the explicit method. We can consider the heat flux i
calculated by the ADI method witAt=0.005s as the “true”

response, using the explicit method with the same time step yie@og'

an error of 3.5% in heat flux, 22% inand 5.3% irh. For aAt of
0.03s in the ADI method gives an error of 2% in heat flux, 15%

nand 0.86% irh, with aAt=0.01 s by the same method yields a

error of less than 1% in both parameters. This demonstrates

ADL - A= Dds
il
AL
Explicit

AL = (05

At = L03s

O Hamt Fluz WL

Fig. 14 Comparison of the ADI and the explicit method
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nd lateral conduction in this region helps cause the surface to
gat up and the liquid crystal to change cokigure 15 presents

e local film-cooling effectiveness data analyzed by the one-
imensional transient method. With a blowing ratio of 0.5, a high

cooling effectiveness distribution is expected immediately

wnstream of the film cooling hole. However, the figure shows

ikery low effectiveness values in this region. This indicates that the
pne-dimensional model wrongly measures the effectiveness in re-

gian downstream of the film-cooling hole, where high temperature
variation is expected, as explainedriy. 8 previously. The analy-

sis also suggests that the one-dimensional transient model can
only be used in regions away from the film cooling hole, where
the temperature gradient is significantly lower, and is again shown
in Fig. 15. Figure 16 shows the detailed local film cooling effec-
tiveness data of the same test analyzed by the three-dimensional
conduction method. The three-dimensional model gives a more
accurate analysis in the region experiencing lateral conduction.
The three-dimensional technique yields a region of high effective-
ness downstream of the film-cooling hole as expected. In regions
outside the film coverage, effectiveness values measured by either
the one-dimensional or three-dimensional model are similar. Note
that the three-dimensional conduction correction is only applied
from the trailing edge of the hole.

Figure 17 presents the film-cooling effectiveness values along
the centreline downstream of the film-cooling hole. Comparison
was made to data from Burd and Simf@8] with air as coolant
and an injection angle of 35°. The plot shows that the effective-
ness levels immediately downstream of the film cooling hole are
higher for the 20° injection angle hole than the 35°. The shallower
injection angle and the higher density ratio allow the cooling film
to stay attached to the surface better initially, and the effectiveness
values drop to similar level as the 35° injection angle from a
distancex~2d.

Transactions of the ASME
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Fig. 16 Local film-cooling effectiveness data using three-

h . Fig. 18 Local heat transfer coefficient measured by three-
dimensional model

dimensional model

Figure 18 shows the detailed local heat transfer distribution of Figure 19 shows the heat transfer coefficient in the region im-
the same film cooling experiment, analyzed by the thref—'ed'ately downstream of the film-cooling hole. As mentioned be-

dimensional conduction technique. The heat transfer levels ap&e: theh/h.. ratio along the centreline is significantly less than 1
significantly lower in the region downstream of the film coolind™itidlly, but rises gradually to unity downstream. The blue line

hole than the “flat plate” region outside. With a mainstream veSNOWS theh/h., levels averaged in the spanwise direction down-

locity of 16 m/s and a blowing ratio at 0.5, the Re through the ho%ream of the film cooling hole over a strip d.ide. The latter
is about 1300. As the Re is low, the film coolant through the hof'oWs the expected enhancemenhih.. .

is likely to be in a laminar state, hence the coolant flow would . . . .
more steady and limits the amount of mixing with the freestrea .stlmatlon of Experimental Uncertainty

Note that the heat transfer coefficient for fully developed pipe Experimental uncertainty estimates were made for both the one-
flow would be (4.38/d). The shallow angle of injection also dimensional and three-dimensional processing techniques at vari-
helps the film to remain well attached to the surface to reduceis conditions. Using the method of small perturbations described
mixing in this region, causing the heat transfer coefficient level toy Moffat [30], estimates of the experimental error associated

be lower than it would be in on a flat plate. However, heat transfeiith the one-dimensional transient technique and the three-
enhancement is found around the front of film-cooling hole whedimensional conduction method under a uniform heat flux are

a horseshoe vortex is probably present. Heat transfer coefficishown inTable 1. The experimental parameters were set to test

along the edge of the film is most likely caused by turbulertonditions typical of those found in the film cooling tests and the

mixing. contribution of uncertainty in each measured variable presented in

0.8

—— BR=0.5, 20 degree injection

—#— Burd and Simon (18987},
BR=0.5, 35 degree injaction

Film Casling Effacilvanass

o 1 F 3 a a -] ¥ L} £l Ll
={d

Fig. 17 Centerline film-cooling effectiveness distribution downstream of hold
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+ 3D model, along centreline

4 spanwise averaged, width = 1.5d
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Fig. 19 Heat transfer coefficient variation downstream of the hold. The values averaged over
1.5d wide strips shows the familiar enhancement downstream of the hold.

Table 1. The most likely uncertainty is presented as the RMS susure that lateral conduction was important and it is not surprising
of the component errors and the worst error is the sum of tlieat the one-dimensional model gives an incorrgendh.
component errors. In these analyséswas equal to 100 Table 2 shows the contributions to uncertainties in heat transfer
Wm™2K™! and »=0.5 over a rectangular surface area of& coefficient and effectiveness for thermal boundary conditions with
pixels. Typical levels of h and; for the series of experiments aresignificant lateral conduction as usedHig. 20 andFig. 21 The
chosen and not all the data are reported here. For the thré®ee-dimensional conduction technique is valid for both the uni-
dimensional techniquét was 0.01. The table shows that in aform heat flux distribution and the non-uniform heat flux with
uniform heat flux region, RMS errors in heat transfer coefficiersignificant lateral conduction condition. The RMS errors for both
and film cooling effectiveness for both one-dimensional and threleeat transfer coefficient and film cooling effectiveness, summa-
dimensional techniques are very similar. Note that the errors iized in Table 2, are well within an acceptable range.
film-cooling effectiveness for both techniques are significantly
less than the error ih. This feature was observed by Wang et al .
[31] for a one-dimensional analysis. Summary and Conclusions

In a region where heat flux is not uniform, if the thermal bound- Two techniques have been developed to measure the heat trans-
ary conditions do not satisfy the criterion of H4.3), lateral con- fer coefficient and film cooling effectiveness for a three-
duction becomes significant in this region and the oneemperature system using multiple narrow band liquid crystals.
dimensional transient model no longer provides accurate hddte one-dimensional transient technique can be applied in regions
transfer and effectiveness measuremé&igure 20 and Fig. 21  not affected by lateral conduction, to determine bloind » in a
present the average¢ and h values measured by the one-single test with acceptable accuracy. The technique employs a
dimensional transient method and the three-dimensional conduegression method that uses a multiple crystal coating over an
tion technique for boundary conditions for which lateral conduextended range of temperature which increases the amount of data
tion is significant. Botth and » are averaged for the>X8 pixel for analysis from more common peak intensity spotting methods.
zone. The thermal boundary condition was deliberately set to efhe new method has been found to be robust to noisy data. For

Table 1 Contributions to uncertainties in heat transfer coefficient and effectiveness for a uni-
form heat flux boundary condition

1D Transient Techniqgue 3D Conduction Technique

Exp. Typical Effectiveness Effectiveness
Test Condition Condition Error htc Error Error htc Error Error
Gas temperaturé s, °C 53.5 0.5 0.05% 1.46% 0.075% 1.24%
Start temperaturégo, °C 19.4 0.2 6.81% 2.76% 6.77% 3.02%
Coolant temperatur&,, °C 19.8 0.5 0.05% 1.5% 0.075% 1.28%
Crystal temperaturé s, °C ~ 25,30,33 0.3 10.05% 1.64% 10.16% 1.46%
Perspex properties,/pck) 569 29 5.10% 1% 4.92% 0.22%
RMS error 13.17% 3.96% 13.16% 3.80%
Maximum error 22.06% 8.36% 17.23% 7.22%
256 / Vol. 126, APRIL 2004 Transactions of the ASME
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Fig. 20 Comparison of film cooling effectiveness values measured by one-dimensional and
three-dimensional models

1 T T T T T T 1 regions of high temperature variation, the one-dimensional
TH N0m. 4 0 e method is first used to estimate the surface temperature measure-
1501 | ments, followed by a three-dimensional conduction analysis

which evaluates the heat flux and hence the heat transfer coeffi-
cient and film cooling effectiveness distributions. The three-

Lens | | dimensional technique has been shown to produce high quality
| and accurate data where is not possible to use the one-dimensional
el | technique. The authors have also compared several numerical

methods for solving the three-dimensional conduction problem,
with the ADI method showing obvious advantages over the others

Heal franster cosMdent, 'Wam2 K}

| such as unconditionally stable, faster convergence, less processing
time and reduced computing power. It is thought that the methods
110} | described in this report will be of use in many other heat transfer
TR [y 1) o experiments.
00t mensured h using 10 mode
=y ! 3 I 5 5 7 = Acknowledgment
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Fig. 21 Comparison of heat transfer coefficient levels calcu- towards this work.
lated by one-dimensional and three-dimensional techniques

Table 2 Contributions to uncertainties in heat transfer coefficient and effectiveness for ther-
mal boundary condition with significant lateral conduction as used for Fig. 20 and Fig. 21

3D Conduction Technique

Exp. Typical Effectiveness

Test Condition Condition Error htc Error Error

Gas temperaturé g, °C 53.5 0.5 3.5% 2.3%

Start temperatur@&,, °C 19.4 0.2 4.4% 3.8%

Coolant temperatur&,, °C 19.8 0.5 4.5% 2.1%

Crystal temperaturé ¢y, °C 25,30,33 0.3 5.1% 3.9%

Perspex properties,/pck) 569 29 5.2% 0.19%
RMS error 10.2% 6.28%
Maximum error 22.7% 12.29%

Journal of Turbomachinery APRIL 2004, Vol. 126 | 257

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature [8] Wang, Z., Ireland, P. T., and Jones, T. V., 1993, “An Advanced Method of
Processing Liquid Crystal Video Signals From Transient Heat Transfer Experi-

BR = blowing ratiOvPch/(Pgangas) ments,” ASME J. Turbomach117, pp. 184-189.
c = specific heat capacity (k/g K) [9] Wang, Z., Ireland, P. T., and Jones, T. V., 1994, “A Color Image Processing
. . ! System for Transient Liquid Crystal Heat Transfer Experiments,” ASME J.
d = hole diameter, m , , Turbomach. 118, pp. 421-427.
G = measured normalized green intensity block [10] Lucas, M. G., Ireland, P. T., Wang, Z., and Jones, T. V., 1993, “Fundamental
h, htc = heat transfer coefficient, Wh? K) Studies of Impingement Cooling Thermal Boundary Conditions,” AGARD
k = thermal CondUCtiVity of ar, Wm K) [11] \C/:r;S'reruFeipi l\\j\cl). \}\?Ang Z., Ireland, P. T., and Jones, T. V., 1994, “Detailed
m = temperature gradlent at ime stap Measurements of Local Heat Transfer Coefficient and Adiabatic Wall Tem-
q = heat flux, W/I’ﬁ perature Beneath an Array of Impinging Jets,” ASME J. Turbomakts, pp.
Re = Reynolds numbenpVd/ u 369-374.
S = predicted normalized green intensity block [12] Son, C., Gillespie, D. R. H., Ireland, P. T., and Dailey, G. M., 2001, “Heat
T = temperature, °C Transfer and Flow Characteristics of an Engine Representative Impingement
t = time. s Cooling System,” ASME J. Turbomachl23 pp. 154—160.
1 [13] Baughn, J. W., Mayhew, J. E., Anderson, M. R., and Butler, R. J., 1998, “A
V = velocity, m/s Periodic Transient Method Using Liquid Crystals for the Measurement of Lo-
x = distance in mainstream wise direction, measured from cal Heat Transfer Coefficients,” ASME J. Heat Transt&20, pp. 772—-775.
the hole, m [14] Ireland, P. T., and Jones, T. V., 1987, “Note on the Double Crystal Method of

Measuring Heat Transfer Coefficient,” OUEL Report 1710/87.

y = distance perpendlCU|ar to flow direction, measured [15] Vedula, R. J., and Metzger, D. E., 1991, “A Method for Simultaneous Deter-

fer hOlQ axis, m mination of Local Effectiveness and Heat Transfer Distributions in Three-
z = distance into the test plate, measured from the top Temperature Convection Situations,” ASME Paper 91-GT-345.
surface, m [16] Chambers, A. C., Gillespie, D. R. H., and Ireland, P. T., 2003, “A Novel
Transient Liquid Crystal Technique to Determine Heat Transfer Coefficient
Greek Distributions and Adiabatic Wall Temperature in a Three Temperature Prob-

lem,” ASME J. Turbomach.125, pp. 538-546.

a = thermal dlfquIVIty= k/(pC), mZ/s [17] Walker, D. G., and Scott, E. P., 1998, “The Effects of Lateral Conduction on

At = time step, s ) Heat Flux Estimation From Surface Temperature Measuremeht8A/ASME
n = film cooling effectiveness Joint Thermophysics and Heat Transfer Confered@&ME, New York,3, pp.
p = mass density, kg/t [18] 245|;252' G.,and S 998b I f hods f
_ H : B 18] Walker, D. G., and Scott, E. P., 1 , “Evaluation of Estimation Methods for
K dynamlc VISCOSIty of freestream, Km S) High Unsteady Heat Fluxes From Surface Measurements,” J. Thermophys.
Subscripts Heat Transferl2(4), pp. 543-551.
. . [19] Walker, D. G., Scott, E. P., and Nowak, R. J., 2000, “Estimation Methods for
aw = adlabatlc Wa|_| ] Two-Dimensional Conduction Effects of Shock-Shock Heat Fluxes,” J. Ther-
0 = startlng condition mophys. Heat Transfet,4(4), pp. 533-539.
¢ = coolant [20] Lin, M., and Wang, T., 2002, “A Transient Liquid Crystal Method Using a 3-D
gas = freestream I:;n‘;/;{iesgorin&ent Conduction Scheme,” Int. J. Heat Mass Trané%emp.
n = time step [21] Saumweber, C., Schulz, A., and Wittig., S., 2002, “Free-Stream Turbulence
w = wall Effects on Film Cooling With Shaped Holes,” ASME Paper GT-2002-30170.
© = remote from film-cooling hole [22] Gillespie, D. R. H., 1996, “Intricate Internal Cooling Systems for Gas Turbine

Blading,” D. Phil thesis, Department of Engineering Science, Oxford Univer-
sity, Oxford, UK.
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Predicting Skin Friction and Heat
Transfer for Turbulent Flow Over
Real Gas Turbine Surface
Roughness Using the Discrete
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The discrete element method considers the total aerodynamic drag on a rough surface to
be the sum of shear drag on the flat part of the surface and the form drag on the
individual roughness elements. The total heat transfer from a rough surface is the sum of
convection through the fluid on the flat part of the surface and the convection from each
of the roughness elements. The discrete element method has been widely used and vali-
dated for predicting heat transfer and skin friction for rough surfaces composed of sparse,
ordered, and deterministic elements. Real gas turbine surface roughness is different from

surfaces with sparse, ordered, and deterministic roughness elements. Modifications made
to the discrete element roughness method to extend the validation to real gas turbine
surface roughness are detailed. Two rough surfaces found on high-hour gas turbine
blades were characterized using a Taylor-Hobson Form Talysurf Series 2 profilometer.
Two rough surfaces and two elliptical-analog surfaces were generated for wind tunnel
testing using a three-dimensional printer. The printed surfaces were scaled to maintain
similar boundary layer thickness to roughness height ratio in the wind tunnel as found in
gas turbine operation. The results of the wind tunnel skin friction and Stanton number
measurements and the discrete element method predictions for each of the four surfaces
are presented and discussed. The discrete element predictions made considering the gas
turbine roughness modifications are within 7% of the experimentally measured skin fric-
tion coefficients and are within 16% of the experimentally measured Stanton
numbers.[DOI: 10.1115/1.1740779
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Introduction proposed functions to predict the effective sand-grain roughness
The deleterious effects of blade surface roughness on gas %?.'ggzza:ﬁ;pgn parameters involving the roughness height, spac-
bine per.formance are V\.'el.l known. Roughness bleeds energ398everal disadvantages of the equivalent sand-grain method
throu_gh increased skin friction on the blades. Surface_ roughn e been noted. A detailed discussion of these disadvantages is
also increases the heat transfer rr_:ltes from the combustion pmd'ﬂ)?é%ented by Taylof8]. While a parameter presented by Sigal-
to the blades. Consequently, turbine blade surface roughness hggaperg 6] has demonstrated the most promise for correlating the
twofold effect in decreasing the efficiency of gas turbines. available equivalent roughness height data, the best correlation
To make sound economic decisions, gas turbine manufacturgesed on the parameter is still limited in its range of surface con-
and operators need predictions for the effects of surface roughnéins. Bong 7] has also shown that the Sigal-Danberg parameter
on gas turbine performance over the life of the gas turbine. Hi difficult to define for roughness elements with random spacings,
torically, the two dominant methods for evaluating the effects ahapes, and heights, that wind tunnel measurements of equivalent
surface roughness on drag and heat transfer have been the eqgad-grain roughness heights for randomly rough surfaces can
lent sand-grain roughness model and the discrete element modary as much as 40% from predicted heights using logarithmic
The equivalent sand-grain roughness model, first proposed (ﬂ@ta curve-fits based on the parameter, and that different curve-fits

Schlichting[1], is an empirical model in which rough surface’® required for randomly rough surfaces and for three-
with various features are compared to data from Nikurd@3e dimensional uniform roughness, such as cone roughness, gener-

concerning flow in pipes with varying sizes of sieved sand gluéﬁeitto si{nutlate random r?ugh?ess._ lent sand-arai o
e e S o S s .y T 1 0 ke O sl g e
equivalent sand-grain roughness height based on comparisoﬁsg P

with Nikuradse's data. Recent literature on the equivalent sa l#]successfu[,ﬂ. In fact, there is no reason that two surfaces with
: q e same skin friction coefficients, which implies that they would

grain roughness method has involved determining correlations Ive the same equivalent sand-grain roughness value from a fric-

equivalent roughness height based on the actual roughness height, standpoint, should have the same Stanton numEgks

the roughness shape, and the roughness density. DV@a®im-  The discrete element model is an alternative model to the

pson[4], Dirling [5], Sigal and Danberff], and Bong7] have all  gquivalent sand-grain model. While the equivalent sand-grain

- model is based completely on empirical correlations, the discrete
Contributed by the International Gas Turbine Institute and presented at the Int8lement model evaluates the effects of roughness by Considering

national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Jughee physical characteristics of the roughness elements in the solu-

16-19, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 2003. : ;
tion of the boundary layer equations. The discrete element model
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is semi-empirical in the sense that the closure relationships used to au Ju 9 9
determine the drag and heat transfer from the individual rough-8xpu 5+Bypv —=- 5(BXP)+ 7y

ness elements are based on empirical data. %

The basis for the discrete element model was also described by 1 w2 M
Schlichting in his 1937 paper. In attempting to explain the effect —=p 2 Cp ;d; (4)
of roughness element density on the effective sand-grain height, 27 L=

Schlichting suggested that the total drag on a rough surface is
sum of skin friction on the flat part of the surface and the form

drag on the individual roughness elements. Methods to solve the  dH aH 9 ki oH — d
boundary layer equations for flow over rough surfaces, such aéxPU -+ Bypv oy " ay|Prle ay Y +U(9—X(,3xp)
Finson[9], Adams and Hodg¢l10], and Lin and Bywatef11],
incorporated momentum sink terms into the boundary layer equa- ul U ——
tions based on Schlichting’s suggestion. The form of the discrete +,3y0_ M&——PU v
S - . y y
element roughness model presented in this work originated in the
work of Finson[9] and was rigorously derived by Taylp8]. 1 M
+ zp Lth ZI_ CD,idl
The Discrete Element Model -k N,
: - + —(Te=T) >, Nug; 5
The discrete element model is formulated for roughness ele- Lth( R )i:1 Udi ®)

ments with three-dimensional shapes for which the element cross

section can be defined at every height,The differential equa- wherepis the fraction of area open to flow, which(is— «) where

tions including roughness effects are derived by applying the basicis the blockage fraction, and, and L, are the parallel and
conservation statements for mass, momentum, and energy ttraasverse spacing parameters for uniform roughness or the paral-
control volume such as that shown Fig. 1. Basic to this ap- lel length or transverse width of the control volume for nonuni-
proach is the idea that the two-dimensional, time-averaged turdarm roughness. The above equations are rigorously derived in
lent boundary layer equations can be applied in the flow regidmylor [8]. The boundary conditions for Eq&), (4), and(5) are
below the crests of the roughness elements. The flow variables are P B

spatially averaged over the transve¢®edirection and the stream- y=0wu=v=0, H=H,
wise (x) direction. The physical effects of the roughness elements y—wiu=U,, H=H,.
on the fluid in the control volume are modeled by considering the ) - )
flow blockage, the local element heat transfer, and the local ele-The turbulence model is not modified to include roughness ef-
ment form drag. The openage factogs,are defined as the frac- fects since the physical effects of the roughness on the flow are
tion of the area open to flow. For nonuniform roughness, the forplicitly included in the differential equations. The Prandtl mix-
drag force on the control volume is due to the roughness elemetiitd length with van Driest damping is used for turbulence closure.
penetrating the control volume and is expressed using a local dignce

6

coefficient as —_ 2 U\ U ,
i 1, % c 4 ) putv =plnl 50115y )
==pu di(y).
D75 P éyizl D,i iy 1) where
Likewise, the rate of heat transfer between the elements penetrat- 0.4ly[1—exp—y*/26)] for 1,=<0.095
ing the control volume and the fluid is expressed using a local m= 0.095 therwi (8)
Nusselt number as : otherwise.

Closure in the energy equation is achieved using a turbulent

NI’
_ _ _ Prandtl number, Rr of 0.9.
Q=mki(Tr T)éyzl N, - ) In addition to the usual turbulence modeling closure require-

ments for—pu'v’, F, and —pv'h’, the roughness model has

Using the above ideas, the continuity, momentum, and ener VA :
- . h sure requirements f&p and Ny,. Cp and Ny, are formulated
equations for a steady_, Reynold_s-averaged two-dimensional tur lé'functiogs of the local Droughn(le‘ljss e[I)ement LFgeynolds number
lent boundary layer with nonuniform roughness become

pu(y)d(y)

J J =7

I (PB)+ 2 (pBy0) =0 ® R~ ®©)
thus directly including information on the roughness element size
and shape. The functional forms 6, and Ny, used in this study
for circular roughness elements are

Rej —0.125
(M)) Re,< 60,000
C —

sy 0.6 Rg>60,000
and
A 1.7 R P4 for Rey=<13,776
T _‘, d:[0.0GOS R§PP4  for Re;>13,776
> The functional form forCp was determined by extensive cali-
brations using a number of deterministic surface roughness data

Fig. 1 The discrete element roughness model control volume sets,[8,12]. This functional form yields good skin friction predic-
schematic for conical roughness elements tions with a wide range of uniform surface roughness shapes and

(10)

(11)

A Y
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over the blockages. That motion results in secondary-flow phe-
nomena not considered in the discrete element model.

Randomly Rough Datum or Reference. Schlichting sug-
gested an alternative for a reference surface. Schlichting used
wall-variable plots to determine equivalent sand-grain roughness
values as compared to Nikuradse's earlier experimém{g|. To
evaluate the sand-grain roughness values, the correct reference
height had to be used. Schlichting found that the most meaningful
results were obtained if what Tayl8] called the “melt down”
surface was used as the reference height. The “melt down” sur-
face is the resulting surface if all of the material were melted
down and allowed to solidify with a constant height in the same
area. The “melt down” surface is equivalent to a surface placed at

Fig. 2 Randomly rough surface blockage at 25% elevation the mean height of a rectangular surface, as evaluated using Eq.
(14).
Lp Ly
JoPfo'Y(x,z)dzdx
hy=——"-—"— 14
distributions from a number of data sef8,12]. The functional " Lokt (14)

form for Nu; was chosen for use in this study because of Bhis reference surface worked well, but Schlichting did not
accuracy for roughness-element Reynolds numbers less ﬂbf?gsentajustification of this choice

1000,[12]. .Taylor[8] ran the discrete element model for a series of closely

_O_nce the _b(_)und'ary layer equations have been solved, the S&ﬂ:ked hemispheres with differing reference heights and com-
friction coefficient is evaluated as

pared the results to the experimental results. Taylor found that the

du 1 1 N discrete element predictions agreed best when the “melt down”
1-a)u av + 5 ﬁfg(pUZEiz’ch,idi)dy height of the closely p_acked hemispheres was used as t_h'e r(_efer-
C.= Yly=o t=p (12) ence surface. Taylor did not speculate on a physical justification
=

1, for this choice of reference height.
EpUe The best argument for using the height of the mean elevation
relates to the nature of the discrete element model, a spatially
and the Stanton number is determined using the expression averaged method for evaluating the effects of surface roughness.
dT The mean elevation is the average height of the “no-slip” location
o Ny along the surface. Consequently, the mean elevation acts as the
ki dy Jomki(Tr=T)%i2;Nug,dy refergence height for spati(z];llly a\>//eraged analysis of flow over a
rough surface.

—(1-a) +7Lt|—p

pUeCp(TW_ Te)

St= ‘yo

(13) Effect of Flow Area Below the Mean Elevation. Below the
Equations(12) and (13) demonstrate that the skin friction on aMmean elevation, there is flow which contributes to friction drag as

rough surface is the sum of the shear force on the flat part of !l as to heat transfer, but in tlhis model,hso!ying It'h? boundary
surface and the drag on the individual roughness elements and {RYE" €quations requires the application of the “no-slip congltlon
the heat transfer between a flow and a rough surface is evaluatcdn® mean elevation. Equatida2) is the expression used to
as the sum of the convection through the fluid in contact with t aluate the skin friction coefficient for a flow over a rough sur-

flat surface and the heat transferred between the fluid and ﬁ@e' In Eq(12), y=0 is the "no-slip” location. The two terms in
individual roughness elements. the numerator of Eq12) represent the contributions of skin fric-

tion on the smooth part of the wall and roughness-element drag.
Randomly Rough Surface Adaptations. The discrete ele- The method used for this study treats any point below the mean
ment roughness model was validated for a series of sparse comgsvation as a flat surface at the mean elevation and adds the skin
spheres, or hemispheres placed on a flat surface. For these détietion associated with the flat surface of the mean elevation. The
ministic type surfaces, the computational field began at the flalockage fractiong, at the mean elevation is used in Eg2) to
surface and extended into the freestream. A randomly rough sualculate the drag associated with the skin friction. This maintains
face does not have an obvious reference surface. A referencecomsistency with the spatially averaged model and the boundary
datum is needed for the application of the boundary conditions lsyer equations. The Stanton number is also evaluated for ran-
solving the boundary layer equations. A reference surface at ttiemly rough surfaces by adding the heat convected from the
minimum elevation makes sense for the blockage-fraction evaloughness elements and the heat convected from the flat surface
ation, but the roughness model needs both blockage-fraction awrda on the mean elevation.
blockage-diameter distributions. For random roughness withWith the above changes, the boundary conditions for the dis-
closely spaced roughness features below the mean elevation, diete element model for randomly rough surfaces are
concept of a blockage diameter is not appropriate. Because all of
the blockage elements are connected, the effective diameter of the Y=Yme:u=v=0, H=H, (15)
blockages becomes the length of the profilometer trace. In fact,
below the mean elevation, most of the flow is blocked, and an
“openage” diameter is more appropriate. The expressions for the skin friction coefficient and Stanton num-
Figure 2 shows the blockage of a randomly rough surface at drer are
elevation of 25% of the minimum valley-to-maximum peak. Areas

y—oiu=Ug,, H=H,.

; ; du 11
blocked from flow are shown in black, while areas open to flow _ - - ® 25Ny .
are shown in whiteFigure 2 demonstrates that although a block- (1=aju dy y—y * 2 Ltl_pfyme(pu 2i2,Cop,id)dy
age fraction can be calculaté84.199, determining a blockage C= me
diameter is not appropriate. The discrete element model assumes 1 U2
that the fluid flows around the blockages, but frBig. 2, the only 2P e
way that fluid can get from one open region to another is to flow (16)
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-a—
flow
direction
b
J— Z aXis
Fig. 3 Randomly rough surface blockage at 60% elevation 1
A
X axis
and Fig. 4 An elliptical roughness element
dT| " N
_(1—a)kfd—y + erfyme”kf(TR_T)Ei:rlNud«idy
y=y
St= pUCh(Ty—Te) random roughness elemeritigure 5 visually demonstrates the

(17) differences in an actual roughness element and the circular and

elliptical discrete element models.

Y To determine a local drag coefficient function for elliptical

blockages, drag coefficient data from Lindsgy8] and Delany
Noncircular Roughness Element Corrections. Figure 3 and Sorensefil4] for elliptical cylinders of varying eccentricities

shows the roughness elements for the same randomly rough suith transverse thickness Reynolds numbers arourd.(f are

face presented ifrig. 2 at an elevation of 60% of the minimum plotted inFig. 6. A function of eccentricity which best represented

valley to the maximum surface height. For the surfac&im 3, these data was found by determining the log-log regression curve

the direction of flow is from top to bottonfigure 3 demonstrates of the form shown below.

that the random roughness elements for this surface are not circu- _

lar i ) ; . : Cp re-106=Ce* (19)

ar in general. While the surface represented-ig. 3 is aniso- '

tropic, the roughness element cross-sections of isotropic surfacdhe constantg andg were found to be 0.97379 and 0.73456,

roughness are likely to be noncircular. respectively. Since the constamis close to unity and since the
The local drag coefficient and Nusselt numbers must be caleecentricity function should equal unity when the blockage ele-

lated for each roughness element at a given height. Observimgnt is circular, the constastwas set to unity. The eccentricity

Egs.(10) and(11), the local drag coefficient and Nusselt numbefunction with ¢ set to unity is not a true regression curve, but the

are determined as a function of the local Reynolds number. Feccentricity function represents the trend of the data. The resulting

circular roughness elements, the characteristic length used to eeentricity functiong%7%**¢ is also shown irFig. 6.

culate the local Reynolds number is the diameter. For randomThe circular blockage element drag function, EL), was then

roughness elements that are not circular, a physically meaningfuliltiplied by the eccentricity function to yield an ellipsoidal

characteristic length to calculate local Reynolds numbers is thiockage element drag function, as shown in E2f).

maximum width of the roughness element in the direction trans-

wherey, is the height of the mean elevation of the randoml
rough surface.

—0.125
verse to the flow. The local element drag coefficients and Nusselt ( Rey ) £073456  Re,< 60,000
numbers may be determined using E, (10), and(11) using C~=1{ \1000 ' (20)
the maximum width of the random roughness element. This op- 0.6 0-73456 Re,> 60,000

tion for determining local drag and heat transfer is called the
circular discrete element model.

Elliptical Discrete Element Model. Revisiting Fig. 3, the
roughness elements for that surface appear elongated in the direc
tion of the flow. This elongation provides some relieving effect on
the drag. To account for this, an elliptical discrete element drag

model was developed-igure 4 shows an ellipsoidal blockage .

aligned with the major axis parallel to the flow direction. The

eccentricity,e, of the blockage is defined as the ratio of the maxi-

mum width perpendicular to the flow direction to the maximum . ,

length of the blockage parallel to the flow direction. d d K d

2a _ a 18
"2 b (18) )
. - . . a it c
Using the elliptical discrete element model, the maximum @ ®) ¢
width of the roughness element and the eccentricity are used,;l;g 5 Example roughness element representation: (a) actual
calculate the local drag and heat transfer. A representation of @fighness element, ~(b) circular roughness element with same
actual roughness element and its elliptical model are presentedrifhsverse width, (c) elliptical element with same transverse
Figs. 5a) and5(c). Figure 5(b) presents a circular model of thewidth and eccentricity
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1.8 While random roughness elements are neither circular nor ellipti-
16 - cal, the increased surface area associated with the elliptical rough-
) / ness model will provide more accurate heat transfer predictions.
= 14 /
'8 1.2 Experimental Methodology
% 1 / Two real randomly rough surfaces found on actual gas turbine
O 08 blades were studied. The two surfaces were chosen because they
v ; : reflected different manifestations of random roughness found on
g 06 / Correction Function gas turbines blades. One surface studied exhibited large aniso-
0.4 X Lindsey (1937) tropic roughness elements created by fuel deposits solidifying on
0.2 % Dela dSo 1953) the blade. The second surface exhibited smaller isotropic rough-
hd ny an rensen ( ness elements created by erosion.
0 ' ' i The surface-roughness measurements were made using a
Y 05 1 L 1.5 2 Taylor-Hobson, Form Talysurf Series 2 profilometer, hence re-
Eccentricity ferred to as a Talysurf 2. The Talysurf 2 used in the study em-
) o o ) ) ] ployed an inductive measurement system with a 1-mm range in
Fig. 6 Drag coefficients of elliptical cylinders with varying ec- the vertical measurement direction, a 90 deg conisphere diamond

centricities, [13,14] stylus with 2um nominal radius tip, and a vertical resolution of

16 nm. A Stratasys Genisys Xs three-dimensional printer was used
to create scaled plastic replicas, coupons, of the rough surfaces.
= The geometrical scaling factors for each surface are listed in Bons
Roughness element eccentricity has a two-fold effect on thg] The Genisys Xs printer generates three-dimensional models
local heat transfer from the roughness elements as comparedyffh a resolution of 0.33 mm using a durable polyester. The
circular roughness elements. Eccentricity changes the averagiyted surfaces were placed in a wind tunnel for testing.
convection coefficient around elliptical roughness elements, andrhe wind tunnel used in this study is housed at the Air Force
eccentric roughness elements have different “wetted” surface g§zsearch LaboratofAFRL) at Wright-Patterson Air Force Base
eas than circular roughness elements with equivalent transve$@ayton, OH. The skin friction coefficients were determined by
widths. o suspending the roughness panels in the wind tunnel using wires
An attempt was made to evaluate an eccentricity factor to Mttached to the wind-tunnel framing and measuring the down-
tiply the circular element Nusselt relationships as was performggteam movement of the panels during a test. B@iseports a
for the local drag coefficient relationship in EO) based on systematic uncertaintfpias of 0.00022 in the measured skin fric-
measurements made by Reiligf] as presented by Jach6].  tion coefficients with a 2.8% random uncertairitgpeatability.
Jacob| 16] presented Hilpert constants for the Nusselt numbers of A transient method was used to determine the convective heat
two elliptical cylinders with lower Reynolds number limits oftransfer coefficient from the rough surfaces. The method used to
1400. Because of the lack of experimental data on Nusselt nugyajuate the convection coefficient is based on the method of
bers of elliptical cylinders in crossflow at Reynolds numbers b&chultz and Jonell8]. Using the temperature responses of both
low 1000, which is important for the rough-wall boundary layerghe fluid and the roughness panel as heated air is blown over the
of this study, the circular Nusselt number relationship, @d), is  panels, the average convection coefficient was calculated. Bons
used in the elliptical discrete element model. o [7] reports a systematic uncertainty of 0.00008 in the measured
While sufficient data do not exist to correct for elliptical elestanton numbers with a 3% random uncertainty. Detailed infor-
ment Nusselt numbers, the increased surface area of elliptigghtion on the wind tunnel, the average skin friction coefficient
roughness elements as compared to circular roughness elemengg{grmination technique, and the average convection coefficient
evaluated in the elliptical discrete element model. FromM@e  determination method can be found in Bdi@. Detailed infor-
chinery's HandbooK17], a good approximation of the perimetermation on the simulations and their comparisons to the experi-
of the ellipse shown irFig. 5 is mental data can be found in McCldit9].
5 To compare to the discrete element predictions for the surface,
(a—b) 1) a Stanton number was calculated based on the convection coeffi-
2.2 cient using Eq(24). The Stanton number is defined as the heat

] ] ) o flux divided by the dynamic energy difference between the wall
With the changes in the perimeter of the elliptical elements thg\g the freestream.

boundary layer energy equation, E§), becomes _
qH h
St= =
peUeCp,e(Te_Tw) peUeCp,e

1/2
2(a%+b?)—

Pre=m

5 oH g H 4 e (24)
uUu— V——=— — ——__—pv
XPEgx T PyP ay ay Cp Iy p

ke oH
y

J
+U&(BXP)
sul au Surface Descriptions
+8 ( pu/v’> Two randomly rough surfaces, the deposit surface and the

Vay | #ay o - - -
erosion-2 surface, were used in the modeling study. The deposit

3 surface contains relatively large, anisotropic roughness elements

NI’
+ 1 u d: aligned in the direction of the flow. The deposit surface has a
P Cp,id;
20 LLim centerline average roughnesta, of 1.183 mm, where
k Nr 1 N
K¢
o T D2 KeNug, (22) Ra=1; > I (25)
pkt i=1 i=1
where The average eccentricity of the roughness elements of the de-
posit surface is 0.8. A bitmap image of a section of the deposit
1 1122 surface is shown irFig. 7. The “as-printed” dimensions of the
K,=|=|1+= __(1_ _> (23) surface depicted irFig. 7 is 240 mm by 130 mm. The height
2 g?) 88 & difference from minimum valley(black to maximum peak
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Fig. 10 Bitmap image of the erosion-2-layered surface (flow
direction is left to right )

Fig. 7 Bitmap image of the deposit surface  (flow direction is
top to bottom )

is shown inFig. 9. The layered representation of the erosion-2
surface, the erosion-2-layered surface, is showRign 10.

o . _ Results and Discussion
(white) is 8.11 mm. The erosion-2 surface contains smaller rOngh'AII of the discrete element skin friction coefficient and Stanton

o e e ot ha s orvenne svarsa sougJmoe pedicons or e random or lyered suraces vere -
ness of 0 504 mm. The average eccentricity of the roughness enced to the mean elevations of the respective surfaces with the
ments of "che erosibn-z surface is 1.5. A bitmap image of a sectier ghness e!ement temperature equal tp_the temperature at the
of the erosion-2 surface is showri lﬁg 8. The “as-printed” flkan elz_avatlon. The_skln fr_lctlon coefficient predictions were
dimensions of the surface depictedriy. 8is 140 mm by 60 mm. made using the following options for each surface:
The height difference from minimum valley to maximum peak is 1. the eccentricities of all of the roughness elements set to
4.23 mm. unity in the prediction(representing the circular discrete el-
Along with the randomly rough surfaces, two layered-analog  ement resulis
surfaces were studied. The surfaces were derived from the deposi2. the average eccentricity for each surface used in the predic-
surface and the erosion-2 surface. The spacings and heights of the tion (¢=0.8 for the deposit and deposit-layered surfaces, and
roughness elements are random as measured from the original £=1.5 for the erosion-2 and the erosion-2-layered surfaces
randomly rough surface, but the roughness elements were geneB. the measured eccentricity of each roughness element used in
ated by placing ellipsoidal blockages of equivalent area and ec- the prediction
centricity at the height of the original random blockage element. . . o . .
Because the blockage elements were created at distinct heighft§ circular discrete element skin friction coefficient predictions,
between the mean elevation and the maximum elevation of the.cr» the elliptical discrete element predictions using an average
surface, the surfaces have a “layered” appearance. The |aye_péa:entr|0|ty,cfysa\,e, the elliptical discrete element predictions us-

representation of the deposit surface, the deposit-layered surfdB8,€ach measured roughness element eccentricity, and the
experimentally measured skin friction coefficien€ neas are

presented irmable 1 for the high Reynolds numbers andTable
2 for the low Reynolds numbers.

It should be noted that the Reynolds numbers’ designation as
“high” or “low” are compared only to the Reynolds numbers
used in this study. A typical turbine blade chord Re is 500,000 to
2,000,000. The finite range used in this study is in the low to
midrange of typical gas turbine chord Reynolds numbers.

Tables 1 and 2show that the circular discrete element model
overestimated the skin friction for the deposit and deposit-layered
surfaces §,,+0.8) for both the high and low Reynolds number
casesTables 1 and 2also indicate that the circular discrete ele-
ment model underestimated the skin friction for the erosion-2 and
Fig. 8 Bitmap image of the erosion-2 surface  (flow directionis ~ the erosion-2-layered surfaces,(s~1.5). The facts that the cir-
left to right ) cular discrete element model overestimates the skin friction for

the deposit and deposit-layered surfaces and that it underestimates

Table 1 Comparison of the random and layered surface skin
friction coefficient results and discrete element predictions at
high Reynolds numbers

C:f,c_ir Cf,sa_we Cf,_s
Surface Re Cimeas (% diff)  (%diff) (% diff)

Deposit 924800 0.00937 0.00988 0.00921  0.00891
_ (54  (-17  (-49
Deposit 927500 0.00674 0.00726 0.00676 0.00667

layered (7.7 0.3 (-1.1)
Erosion 925700 0.01030 0.00945 0.01047 0.01053
2 (-8.2 (1.6 (2.2

Erosion 921900 0.00838 0.00736 0.00819  0.00850
2 (-12.2 (=2.3 1.5

Fig. 9 Bitmap image of the deposit-layered surface (flow di- layered

rection is top to bottom )

264 / Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Comparison of the random and layered surface skin Table 3 Comparison of the random and layered surface Stan-

friction coefficient results and discrete element predictions at ton number results and discrete element predictions at high
low Reynolds numbers Reynolds numbers
Cf,c_ir f,eave Cf,(:: Sl;:i_r Staaye Sts_

Surface Re Cimeas (% diff) (% diff) (% diff) Surface Re Steas (% diff) (% diff) (% diff)
Deposit 517300 0.00928 0.00959 0.00894 0.00863  Deposit 905500 0.00308 0.00303 0.00321 0.00349

) 3.3 (=3.7) (=7.0 ) (—1.7) (4.1 (13.2
Deposit 517700 0.00688 0.00702 0.00656 0.00645  Deposit 874000 0.00274 0.00242 0.00248 0.00265
layered (2.1 (4.6 (—6.3 Layered (-11.8 (—9.49 (—3.5
Erosion 518300 0.00980 0.00879 0.00974 0.00979  Erosion 901900 0.00308 0.00349 0.00324 0.00334
2 (-10.3 (—=0.6) (-0.1) 2 (13.9 (5.2 (8.6)
Erosion 516200 0.00797 0.00685 0.00757 0.00783  Erosion 871000 0.00313 0.00295 0.00285 0.00286
2 (-14.1) (—=5.0 (=17 2 (—5.9 (—=9.0 (—8.7
layered Layered

the skin friction for the erosion-2 and erosion-2-layered surfacg@sree options for handling the element eccentricity as were used
emphasize and reinforce the importance of considering roughn@ssthe skin friction coefficient predictions. The circular discrete
anisotropy or roughness element eccentricity in the discrete e#ement Stanton number predictions,;,Sthe elliptical discrete
ment model. element predictions using an average eccentricity,,Stthe el-
Tables 1 and 2show that agreement between the measurg@tical discrete element predictions using each measured rough-
skin friction coefficients and the elliptical discrete element predigiess element eccentricity, .Stand the experimentally measured
tions using the average eccentricity for each surface is excellegtanton numbers, St,, are presented iable 3 for the high
At the high Reynolds number, the maximum percentage diffeReynolds numbers and ifable 4 for the low Reynolds numbers
ence is 2.3%. At the low Reynolds number, the maximum percent-Tables 3 and 4show that agreement between the experimental
age difference is 5.0%. Agreement betwe®n,e.sandCy ., IS measurements and the discrete element predictions is good for all
excellent with the maximum percentage difference of 5%. three discrete element model variations for handling the roughness
Very good agreement is also reportedTiables 1 and 2be- element eccentricity. None of the three options for handling the
tween the experimentally measured skin friction coefficients angughness element eccentricities is clearly better than the other
the elliptical discrete element predictions generated using thgo.
measured eccentricities for each individual roughness elementThe most interesting observation frofables 3 and 4is that, in
For the high Reynolds number cases, the maximum percentaggeral, all three variations of handling the eccentric roughness
difference between the predictions and the experimental fricti@flements overestimate the Stanton numbers for the randomly
coefficients is 4.9%. For the low Reynolds number cases, theugh surfaces and underestimate the Stanton numbers for the
maximum percentage difference is 7.0%. layered surfaces. One possible reason the discrete element model
Agreement between the elliptical discrete element predictioagerestimates the measured Stanton numbers for the randomly
and the measured skin friction coefficients is better for theugh surfaces is the surface area for heat transfer calculated using
erosion-2 and erosion-2-layered surfaces than for the deposit aigher the circular or elliptical discrete element model is not ap-
deposit-layered surface$ables 1 and 2show that the maximum propriate for random-roughness elemerfigure 4 shows a ran-
percentage difference for the erosion-2 or the erosion-2-layerg@dm roughness element with its circular and elliptical discrete
surfaces is 2.2% when using each measured roughness-elere@fthent equivalent determined using the maximum width of the
eccentricity. The maximum percentage difference for the depogiindom-roughness element and its eccentricity. Neither of the
and deposit-layered surfaces is 7.0%. The skin friction coefficiegguivalent roughness elements has the same “wetted” area as the
predictions for the deposit and deposit-layered surfaces haegmdom roughness element. Along these same lines, the circular
higher percentage differences from the measured values for tgsselt number correlation, E¢l1), was used in each discrete
low Reynolds number cases. This suggests that the eccentrigif¥ment prediction. The circular Nusselt correlation may be un-
function developed for the elemental drag function in E34)  derestimating the local Nusselt numbers for the elliptical rough-
may underestimate drag at low Reynolds numbers for roughnessss elements of the layered surfaces and overestimating the local
elements with eccentricities less than unity. While the elementqlisselt numbers for the random-roughness elements.
drag relationships may need slight calibration for low Reynolds Several phenomena not considered in the discrete element pre-
numbers and roughness elements elongated in the direction of ditions are affecting the heat transfer predictions. Even without

flow, agreement within 10% of the measured skin friction coeffeonsidering these phenomena, the predictions are in good agree-
cients is considered very good.

The close agreement of the elliptical discrete element predic-
tions also confirms the validity of referencing the discrete element .
analysis to the mean elevation of the rough surfaces and includifp!e 4 Comparison of the random and layered surface Stan-
shear drag on the area of reference surface not blocked by rou e-;‘g&:’%éﬁﬁ;‘f and discrete element predictions at low
ness elements. One of Nikuradsg2$ important findings was that y

for laminar flow, friction factors in rough pipes were the same as St Ste St
for smooth pipes. Bong7] reports that the values &' for the Surface Re Streas (% diff) (% diff) (% diff)
deposit and erosion-2 surfaces are much greater than the limit S&hosit 514950  0.00341 _ 0.00345 000364  0.00395
for completely rough flow. The validity of referencing the analysis ' (1:1) '(6_7) ('15_3
to the mean elevation and including shear drag on the “open” areaposit 546100 0.00296  0.00266 0.00273  0.00290
at the mean elevation suggests that while the laminar sublayeyered (—10. (-7.9 (—1.9

region is usually considered destroyed in completely rough flofgrosion 519350  0.00329 ~ 0.00375 0.00353  0.00363

there may still be a viscous-dominated region below the megan, .., 551400  0.00331 %‘88313 0g623)05 0%%3307
elevation which tends to attenuate the effects of the surface fea- ' (—5.5) (7.8 (—7.4)
tures below the mean elevation. Layered

The Stanton number predictions were made using the same
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ment with the measured Stanton numbers. The maximum percehe element eccentricity in the wetted area calculations of local
age difference between any of the discrete element predictions abeiment heat transfer did not show a marked improvement. The
the measured Stanton numbers was 15.8%. discrete element Stanton number predictions using the elliptical-
element wetted area calculations and the predictions using the
Conclusions circular element wetted area calculations were scattered around
the experimentally measured Stanton numbers within the maxi-
Randomly rough surfaces differ considerably from the ordereghum percentage difference of 16%. Since the actual random-
rough surfaces that Taylor used to derive and validate the discras@ghness-element wetted area and elliptical-element Nusselt cor-
element model. The discrete element model was adapted for wsktions were not used in the predictions, agreement within 16%
with randomly rough surfaces. For randomly rough surfaces, thesethe experimentally measured Stanton numbers is surprising and
is no “flat surface.” Random roughness elements have varyirgtceptable.
height and frontal area shapes. The plan-form sizes and shapes of
the random roughness elements also vary.
This study focused on characterizing a randomly rough surfaégknowledgments
using three-dimensional profilometery for the discrete elementThis work was performed under sponsorship from the U.S. De-
model, on evaluating an appropriate reference elevation for rgsartment of Energy, the National Energy Technology Laboratory,
domly rough surfaces, and on evaluating the effects of varyiremnd the South Carolina Institute for Energy Studies through the
plan-form roughness-element shapes. Advanced Land-Based Gas Turbine Systems Research Consor-
The mean elevation or mean height of the randomly rough sdium (AGTSR). The authors also gratefully acknowledge the as-
faces was used as the reference elevation. For a randomly rosgtance of Dr. Robert Taylor and the assistance of Dr. Richard
surface, the “no-slip” condition is applied at the mean elevatiorRivir in the wind tunnel measurements.
The total drag on a randomly rough surface is then the sum of the
drag on the roughness elements and the shear force acting onNffimenclature
plan-form area at the mean elevation that is not blocked by rough-
ness elements. blockage area o _
The element eccentricity was incorporated in the discrete ele- & = maximum width of elliptical element in transverse

ment model to account for random roughness-element plan-form direction o ) )
shapes and roughness anisotropy. A term was added to account for P = maximum length of elliptical element in streamwise
the roughness element eccentricity in the local element drag coef- direction

ficient relationship. While the local element Nusselt number cor- Cp = local element drag coefficient
relation was not changed, the change in wetted surface area assoCt = skin friction coefficient
ciated with noncircular shapes was included in the local elemenél(y) = maximum transverse width of roughness element as
heat transfer calculations. function of distance from wall

Using the model adaptations, skin friction coefficient predic- h = specific enthalpy
tions were made for each of the surfaces and flow situations ob- h = convection heat transfer coefficient
served in the wind tunnel. The skin friction predictions for the h,, = mean surface height
randomly rough surfaces and the layered-roughness surfaces wasH = enthalpy
excellent when referenced to the mean elevation and including the k* = y* evaluated at the point on the roughness element
element eccentricity in the local drag correlation. The maximum farthest from the wall
percentage difference between the measured skin friction coeffi- k; = fluid thermal conductivity
cient and the discrete element prediction using the eccentric drag K, = elliptical element area correction factor
correlations was 7.0%. The maximum percentage difference oc- |, = mixing length
curred for the low Reynolds number cases on the deposit surface. L, = element spacing parameter in direction of flow
The maximum percentage difference for the erosion-roughness L, = element spacing parameter transverse to the flow
surfaces was 2.2%. The roughness elements on the deposit and direction
deposit-layered surfaces had average eccentricities around 0.8,N, = number of roughness elements
and the roughness elements on the erosion-2 and erosion-2Nu, = local element Nusselt number
layered surfaces exhibited average eccentricities around 1.5. Be- P = pressure
cause of the excellent agreement for the erosion surfaces and the , = roughness element perimeter
differences between the predictions and measured skin friction Q = local element heat transfer
coefficients for the fuel-deposit surfaces at low Reynolds num- Ra = centerline-averaged roughness height
bers, the eccentric-element drag correlations may need more cali-Re = Reynolds Number
bration for eccentricities less than 1.0 at low Reynolds numbers. St = Stanton number
The excellent agreement between the measured skin friction coef- T = temperature
ficients and the discrete element predictions using the elliptical- t = time
element drag correlations demonstrates the relevance of using theu, = freestream velocity
mean elevation as the reference elevation when analyzing the flow u = local streamwise velocity
over randomly rough surfaces. Using the circular-element drag y = local velocity normal to wall
correlation, the discrete element model overestimated the drag x = streamwise flow direction
associated with the deposit and deposit-layered surfaces and un- x = distance from knife edge to center of roughness panel
derestimated the drag associated with the erosion-2 and erosion- y = direction normal to wall
2-layered surfaces. This demonstrated that element eccentricityy+ = nondimensionay; y/v\{7,7Tp
must be considered in the discrete element model skin friction ~ 7z = transverse flow direction
analysis.

Stanton number predictions were also made for each of t¥eek
surfaces and flow situations observed in the wind tunnel. The « = blockage fraction
Stanton number predictions for the random and layered surfaces B = openage fraction, 2«
made by referencing the discrete element model to the mean el- ¢ = ellipse eccentricity
evation were within 16% of the experimentally measured values. & = boundary layer thickness
In the randomly rough Stanton number predictions, considering « = von Karman constant
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u = dynamic viscosity Effect on the Turbulent Boundary Layer,” AIAA J28(3), pp. 554-556.
v = kinematic viscosity [7] Bons, J. P., 2002, “St an@; Augmentation for Real Turbine Roughness with
. Elevated Freestream Turbulence,” ASME J. Appl. Med24, pp. 632—644.
p = dens_lty ) [8] Taylor, R. P., 1983, “A Discrete Element Prediction Approach for Turbulent
o = spatial variance Flow Over Rough Surfaces,” Ph.D. dissertation, Department of Mechanical
7+ = shear and Nuclear Engineering, Mississippi State University.
_ _ali [9] Finson, M. L., 1982, “A Model for Rough Wall Turbulent Heating and Skin
Tw shear at the no-slip surface Friction,” AIAA Paper 82-0199.
Superscripts [10] Adams, J. C., and Hodge, B. K., 1977, “The Calculation of Compressible
, . Transitional Turbulent and Relaminarizational Boundary Layers Over Smooth
= turbulent fluctuating values and Rough Surfaces Using an Extended Mixing-Length Hypothesis,” AIAA
Sub iot Paper 77-682.
ubscripts [11] Lin, T. C., and Bywater, R. J., 1980, “The Evaluation of Selected Turbulence
R = roughness element Models for High-Speed Rough-Wall Boundary Layer Calculations,” AIAA
e = edge of boundary layer or freestream value Paper 80-0132.

[12] Taylor, R. P., and Hodge, B. K., 1993, “A Validated Procedure for the Predic-
tion of Fully-Developed Nusselt Numbers and Friction Factors in Pipes With
3-Dimensional Roughness,” J. of Enhanced Heat Tran&feup. 23-35.
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A numerical model was included in a three-dimensional viscous solver to account for real
gas effects in the compressible Reynolds averaged Navier-Stokes (RANS) equations. The
behavior of real gases is reproduced by using gas property tables. The method consists of
a local fitting of gas data to provide the thermodynamic property required by the solver in

Massimiliano Cecconi each solution step. This approach presents several characteristics which make it attrac-
tive as a design tool for industrial applications. First of all, the implementation of the
Carlo Cortese method in the solver is simple and straightforward, since it does not require relevant

changes in the solver structure. Moreover, it is based on a low-computational-cost algo-
rithm, which prevents a considerable increase in the overall computational time. Finally,
the approach is completely general, since it allows one to handle any type of gas, gas
mixture or steam over a wide operative range. In this work a detailed description of the
model is provided. In addition, some examples are presented in which the model is applied
to the thermo-fluid-dynamic analysis of industrial turbomachines.
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Introduction ties of the fluid do not affect aerodynamic performance too much

an be misleading in predicting some basic design parameters.

In recent years, turbomachinery |ndustry_h_as continued to & ?)or evaluation of total pressure and temperature values leads to
more and more advantage of the capabilities of computatlorba

- . > : i bad predictions of losses, specific work and heat exchange. Errors
fluid dynamic(CFD) techniques in everyday activities. The aeror evaluating density affect computation of momentum compo-

dynamic analysis of components by means of three-dlmenS|or|J]%ImS, and consequently the predicted flow structure. For these

viscous smgle-_row/mulnstage_, stead_y/unstgady computations rFglgisons, an accurate and reliable analysis for design purposes can-
become a basic tool for the industrial design of turbomach|nq§Ot leave flow property modeling out of consideration

The accuracy of the most moderm numerical techpiques_ .aHOWSA good numerical model to account for real gas effects should
onekto ;;fr_et_jlct both éhtehmaln pgrforman(k:)e ﬁharactsrlf:petcglc ._satisfy some basic requirements: accuracy in predicting thermody-
Word,.t_e 'C'en?.anﬁ de aero ynellgjm tﬁ ac\jllor_, 0 a'lth €S190amic properties of the fluid; capability of dealing with a wide

conditions and In ofi-design, providing the designer wi man?’ange of state parameters; effective and time-efficient implemen-

useful_ deta|_ls about the flow structure. . tation for CFD computations. A number of models have been

While reliable and r_obust numerical _method_ologles have be veloped, which are divided into two main categories: models
assessed for the spatial and temporal integration of the Reyn ch use analytical equations of state, and models based on nu-
averaged Navier-Stoke€RANS) equations, further efforts are merical fitting of gas tables.

made now to improve the analysis of some specific aspects of therpg yse of an analytical equation of state makes it possible to
flow: turbulence and transition modeling, heat transfer and th§fa e 4 reasonably accurate and consistent description of gas prop-
_mophysmal properties of t_he working fluid. In this work, attention ieg throughout a large range of temperature, pressure, and den-
is focused on the last topic. _ __sity for many substances. Many equations have been proposed for
In the design of industrial turbines and compressors, differegty ariety of fluids and different applications. The model from
evolving fluids are encountered, working over a wide range §ng[1] provides a simple equation of state for superheated and
thermodynamic operating conditions. In most cases, the perfegl, phase steam in virial form, formulated for turbomachinery
gas model is accurate enough to describe the physical charactgzylations. The Benedict-Webb-RubiBWR) equation of state
istics of the fluid. However, there is a number of applications fc{'Benedict et al[2]), and its modified versiofMBWR—first pro-
which such an approgch is not satlfsfactory. In steam turbine kBsed by Jacobsen and Stewdi, are widely used to represent
stages, thermodynamic transformations occur near or above Kgperties of hydrocarbons, cryogenic fluids and refrigerants. A
saturation curve of steam, where a biphasic fluid is present. Alsgyre detailed review of the state of the art is reported by Cravero
some centrifugal cryogenic compressors make use of complgxq Sattd4].
mixtures of gases, whose behavior at operating conditions is fafn most analytical formulations, pressure, temperature, and den-
from ideal. o o sity are used as input parameters. However, since these equations
In practical applications, it is quite common to carry out a CFRan pe considerably more complex than those ones used in a per-
analysis of these machines using the perfect gas model with moget gas analysis, evaluating properties during a solution can lead
fied “ad hoc” values of the gas constant and the isentropic cogf; significant computing overhead. Actually, as practical applica-
ficient. However, the assumption that the thermodynamic propgjsns requires one to predict values of different variables, such as
enthalpy, internal energy or entropy, time-consuming iterative cal-

Contributed by the International Gas Turbine Institute and presented at the Intghlations are needed. In a typical single-row steady turbomachin-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June ' yp g Y

16-19, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 2008TY COmputation, using a computational grid withls cellsand
Paper No. 2003-GT-38101. Review Chair: H. R. Simmons. requiring 500 multigrid iterations to reach convergence, it is esti-

268 / Vol. 126, APRIL 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The model presented in this paper was developed according to
these criteria: ease of implementation in an existing CFD solver;
speed and accuracy suitable for everyday industrial design; capa-
bility of dealing with any kind of gases to be applied to different
problems. The behavior of real gases, gas mixtures, or steam is

1 reproduced by replacing analytic relationships from the perfect

v e T i i gas model with the use of gas property tables. Using two-variable
: o 3 . formulations, a number of thermodynamic functions and different

¥y \ T A couples of independent variables are identified. A local interpola-
AT S S TTD tion of gas data is performed to provide the thermodynamic prop-

- . - - erty required by the solver in each solution step. This method is
|-« generally applicable to any working fluid, and extends property
i ] A Ay evaluations into saturated and superheated regions. One main re-
i i striction is given by the assumption that only one working fluid
. ] . A x exists in the solution domain.

...... I - ' i To reduce computational costs, a number of regular gas tables

‘ - are generated off-line to be used during CFD solution. Accessing

(&) these tables proved to be much faster than evaluating thermody-

namic properties directly by means of a real-gas equation of state.

§ T The gas database resides external to the flow solver. Either com-
mercial or in-house developed databases can be exploited, such as

Tt LT IS ] a commercial refrigerant or steam package. Applications pre-

HER sented here use the NIST/ASME steam properties database
| i (IAPWS[7], Harvey et al[8], and Wagner et al9]) to determine
/\ Regular Grid steam properties. Gas tables for the HFC-134a refrigerant are pro-
| 8 / '} 22 e e e e e vided by a proprietary software developed by GE-Nuovo Pignone
WEN, 225 1 A ) (GE-NP), which computes the thermodynamic characteristics of
LY ML gas mixtures at fixed chemical composition through a number of
ll'l\'\ I equations of state and correlatio(Benedict et al[2], Benzler
k -"'I and Koch[10], Schultz[11], Cooper and Goldfrankl2], Lee and

7}\ Kesler[13], and Lin and Cha§14]).

oy
+

i
v

L ]

]
o
et

1 S Numerical Procedure
|

l L Perfect Gas Solver. The numerical model for real gas effects
| | | SR / - | is implemented into the TRAF solvéArnone et al[15]). TRAF

] = - is a fully viscous, multigrid, multirow code developed at the Uni-
- = Non _ versity of Florence, capable of solving three-dimensional cascade
v o o h‘ Regular Grid flows in coupled, fixed and rotating blade passages using nonpe-
merSE e —— riodic H-type or C-type grids. Governing equations are the three-

¥ b

MY

&  dimensional unsteady compressible Reynolds-averaged Navier-
=  Stokes equation€RANS). The equation of state for a perfect gas
(b} is used to link fluid-dynamic and thermodynamic quantities, and
close the RANS system. The eddy-viscosity hypothesis is used to
account for the effect of turbulence. To compute the eddy viscos-
Fig. 1 Grids representing gas property tables; (a) search ity, both algebraic(Baldwin and Lomax[16] and Arnone and
scheme, (b) regular and nonregular grids Pacciani17]) and multiequationgSpalart and Allmaraf18] and
Menter[19]) models of turbulence are implemented. A detailed
description of the numerical procedure is not reported here for

mated that 18 thermodynamic evaluations are performed. Coq%(%:l::i';en?[isg’ and can be found in Amq@e] and Amone and

sequently, an increase in the computational time needed for eac
evaluation impacts dramatically on the solver efficiency. More- Gas Tables. In the TRAF code, five couples of independent
over, since analytical equations are tuned to specific categoriesitdrmodynamic variablesx(y) and thirteen functionsz(x,y)
fluids, each model is not easily extendable to different kinds efere identified to be used in computations:

i

substances.

Models for the fitting of gas tables have been developed for the T(p.p) @)
most common fluids of industrial intere&ir and steam Paek a(p,p) )
[5] gives an overview of different thermodynamic relationships
and pairs of independent variables considered by several authors, n(p,p) 3)
which are most frequently used in steam computations. He also
proposes a polynomial form for fitting functions to approximate «(p,p) 4)
thermodynamic properties of superheated steam, which is appli- h(p,p) (5)
cable to any gas in an adequate region of state parameters. Other
formulations consist of surface fitting of scattered data using s(p,p) (6)
splines(Dierckx [6]), even in presence of discontinuities, such as
for steam tables at the saturation curve. However, this procedure e(p.p) ™
involves considerable trial and error to obtain an acceptable de- p(h,s) ®)
scription of the surface for any thermodynamic relationship, and
its implementation into a CFD code is not straightforward. p(h,s) 9)
Journal of Turbomachinery APRIL 2004, Vol. 126 / 269
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T(h,s)
p(e.p)
p(T,p) (12)

p(T.p) (13)

Nine different thermodynamic variables are us&dp, p, h, s, €,

a, u, k. Their values must be provided by gas tables over a ran
of thermodynamic states which is set by the user, depending
the physical problem to be investigated.

In eachx-y plane, tables are represented by a structured grid
points identified by two grid indices and j(1<i=nx;1<]
<ny). Values of functiorz(x,y) are known on grid nodes. Given
a thermodynamic state of the systery (y,), the thermodynamic
quantity of interestz,=2z(X,,Y,) is computed by a local interpo-
lation on the grid celD, which contains the pointg,y,) (Fig.
1(a)). If the grid is regular, orthogonal tx and y-axes, and
equally spacedD, can be found by

(10)
(1) 0.50
0.40

0.30

0.20

{ﬂns_ﬁps}fﬁps [%]

()

X SXo<Xj t1; Y] SYo<Yj +1-
If Xmins Xmaxs Ymins Ymax &re minimum and maximum values of
variablesx andy in the table,i, andj, indices are given by

i =Nt (Xo = Xmin)/ (Xmax— Xmin) 1+ 1;

Jo=1ntL (Vo= Ymin)/ (Ymax— Ymin) ]+ 1.

As a result, the computational cost Df, search has orded(1),
regardless of the number of grid points.

If thermodynamic points are provided on a nonregular curvilir
ear grid, searching for celD, has a computational cost of order
O(nxXny). This impacts strongly on the solver efficiency, so i
regularization of the grid is suggested.Fig. 1(b) two grids are
reported in thél —s plane for steam, as an example. Regular gric
can be built using specific equations of state or interpolating ¢
gorithms, apart from CFD computations. Nonregular shapes
physical domains may require one to produce grids which ait)
much larger than needed, to cover the wholg,{,Xmnax
X (YminYma Fange, including many points far from the physicaIF

0
25

(14) [

15

{TFIG_'EF'G}'H:FG [%]
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ig. 3 Accuracy and computational time increase for different
gas tables and interpolating algorithms;

(a) error on total pres-

sure ratio, (b) computational time increase

Dy:

&(x)

derivative:

Fig. 2 Computational mesh for the LP steam turbine first
stator
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Interpolation of Thermodynamic Functions.
interpolations, a couple of local variabl&s) are defined on cell

ar
r&,m=z(x(£).y(n); re= "

roz((l_go)é:o)(

region of interest. However, using the search algoriti#), grid
dimensions do not affect computational efficiency.

To perform

=(x=x )AX;  n(y)=(y—y; )/Ay

with 0=sé<1, O=y=<1.
Let £,=£(X,), 7o=n(Y,); introducing the local surface and its

P
y le,=—5—.
&n (95(97]

B

r
7

B

Two different interpolating algorithms are implemented to com-
pute the wanted value,=r(&,,7,) (Rogers and Adami1]):
Bi-linear interpolation

r(0,0
r(1,0

r(0,2)
r(1,2

(1= 17,)

o (15)

|

Transactions of the ASME

)

Bi-cubic interpolation
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f1(70)
fa(10)
91(70)
92(70)

ro=(f1(&5)f2(£6)91(£0)92(6,))S (16)

where

f(0)=203-30%+1; f(0)=—20°+3

9(O=3-20+8 9=~
r(0,0 r(1 r, (00 r,0,]
r(Lo r(,) r,(L,0 r, (LD
- 140,00 rg0,) rg(0,0 r1.(00
r{1,00 rgLD) rg (L0 rg(LD

and derivatives are computed using a central difference scheme;
for example,

r0,00=2(x; Y ) - AX=(Z(Xi_+1.Yj )~ 2Xi ~1,Yj ))/2.

Both algorithms can be used separately: interpolatith) is
faster, while interpolation(16) provides a higher accuracy and
guarantees continuity of functions and their first derivatives.
When using the bi-cubic interpolation, cells at grid boundaries are
treated with the bi-linear one as well.

Total Quantities and Boundary Conditions. Total pressure
po, temperaturely and densityp, are computed from static val-
uesp, T andp by performing an isentropic transformation of the
real gas. Knowingp andp, functions(5) and(6) are used to obtain
specific static enthalpy and entropys. Then, the kinetic term
c?/2 is computed from the velocity components, and the corre-
sponding value of specific total enthalpy is evaluatech@s h
+¢?/2. Finally, py, po and T, are obtained through functiorig)
to (10), using hy while keepings fixed. The same procedure is
followed when static quantities are computed from total ones.

In multiblock, multistage turbomachinery computations there
are mainly five different types of boundary conditions. The way
they are handled by the real gas solver is briefly described here:

Inlet: Spanwise distributions of flow angles, total presspge
and total temperaturg, are given. Total densitp, is computed

APRIL 2004, Vol. 126 / 271
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using function(12). For a subsonic inlet, the axial component of Interface planesThe same approach as in the perfect gas solver
the velocity is extrapolated from the interior of the domain. This used, both for steady multirow analy<isixing planeg and
other velocity components are computed by means of flow anglesisteady time-accurate computatiqpitchwise linear interpola-

and static quantities are obtained by following the procedure prgen of dependent variablesPressure is computed froeand p
viously described. Specific total energy is computed assing function(11).

ey=ho—p/p. ) ]
*outlet Spanwise distribution of static pressure is assigned. Table Dependence Analysis. A number of tests were carried
Density and velocity components are extrapolated from the int@ut to investigate the effectiveness of the numerical method, and
rior. Specific internal energg is computed through functiofv), ~assess the dependence of the results on gas table density. As an
and total energy calculated ag= e+ c?/2. example of turbomachinery configuration, the first stator of a
Solid walls No-slip conditions are imposed on the velocitySE-NP three-stage LP package was used, whose geometry is il-
components. Either the wall temperature or the adiabatic wall cddstrated inFig. 2. A perfect gas was considered as evolving fluid.
dition are assigned, as well. Pressure is extrapolated from tReal gas computations were performed using perfect gas tables,
interior, and density computed using functiti®). In the case of and results were compared to those obtained with the perfect gas
a biphasic fluid, such as steam in the saturation region, densityniedel, taken as a reference.
extrapolated, and pressure at wall is obtained through functionGas tables were built using the standard analytical relationships
(13). Total energy is computed by means of functi@, adding between thermodynamic quantities. Four different tables were se-
the kinetic termc?/2. lected, with an increasing number of grid points within the same
Periodic boundariesThe same treatment is done as for théhermodynamic range. A measure of table density is given here in
perfect gas solver. Pressure is obtained from independent vaeirms of the ratio between grid spacings and the average values of
ablese and p through function(11). variables §,y) on the table range, that is
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curves in terms of both operative range extension and peak effi-
ciency. They are mainly employed either in refrigerating compres-

sors for “natural gas liquefaction{LNG) applications or in eth-

Fig. 7 Computational mesh for the three-stage LP turbine ylene synthesis compressors. Evolving fluids consist of complex
mixtures of hydrocarbons, cryogenic gases and refrigerants,
whose behavior at operating conditions is far from ideal. Then, the
capability to account for thermodynamic properties of such mix-

X=AXIXgy;  OYy=AYlYq,. tures is of primary importance to obtain reliable numerical predic-
Both bi-linear and bi-cubic interpolations were used. tions. ) ]
In Fig. 3(a), the relative error on total pressure raffois re- In the design process, CFD computations are used to assess the

ported as a function ofp and 8T, for both bi-linear and bi-cubic impeller performance both at design point and in off-design con-
interpolations. As expected, using the same table, the bi-cul§igions. In the application presented here, a numerical analysis
interpolation is more accurate than the bi-linear one. For both ¥Rs carried out over the impeller’s operative range. A grid of
them, error decreases asymptotically to zero when increasing galeout 5 10° cells was used in computatioiiBig. 5). HFC-134a
resolution. was considered as working fluid, which is a well-known refriger-

The numerical algorithm was required to be fast, in order to &nt, widely used in test rigs to reproduce some of the main ther-
an effective tool for practical applications. Actually, the observeahodynamic features of natural gases encountered in petrochemi-
increase in computational times is low with respect to the perfegal applications. Boundary and operating conditions reproduce
gas solver: about 14% and 19% for the bi-linear and bi-cubtbose one of a test rig, set up for experimental measurements on a
interpolations, respectivelfFig. 3(b)). As a major result, the pro- scaled geometrical model.
posed search algorithrfl4) makes times independent of table Two series of computations were performed: the first one using
dimensions. When a higher resolution is required by the probleite perfect gas model, the other one exploiting gas tables. In the
under investigation, the only increase in computational costs f§rfect gas equation, an equivalent gas constagtand isentro-
due to data storage. pic exponentyp Were used, defined as follows:

Comparisons were made between blade pressure distributions
at midspan(Fig. 4(a)), and spanwise distributions of pitch- Rpg= Po1
averaged total pressu(Eig. 4(b)) and Mach numbe(Fig. 4(c)) at poiTo1
qutlet. The_agreement with the referenc_e s_olution improves USifgs tables were generated using the proprietary routines of GE-
finer and finer tables. As a general criterion, differences belogp, according to the general criterion for accuracy discussed
0.05% are compatible with accuracy required in CFD comput@noye, with Sp=0.005 andsT=0.001. Bi-cubic interpolation
tions. Using bi-cubic interpolation, this criterion is satisfied frona5 ysed.
the second table onsp=0.02, 5T=0.002), while at least the  Regylts are compared ifig. 6. In Figs. §a)—6(b) the total
third one (¥p=0.009,5T=0.001) is needed by bi-linear |nterpo-pressure ratigB/ Ber and the isentropic efficiency/ 7, are re-

=79.86 JKkgK ypg=1.1.

lation. ported as a function of nondimensional mass flow raten.,oye.
The prediction of the impeller operative range is slightly affected
Applications by the gas model, since both models provide similar choke and

Il inception limits. Higher values @8, up to 2%, are predicted
Sl p g p p

The model for real gas effects was thought to be used as Bivin | del. with | f the coh -
industrial tool for turbomachinery design. Two applications of in2Y the real gas model, with a steeper slope of the characteristic

dustrial interest are presented here: the analysis of a transcfiffVe: LOOking at the efficiency curves, %,S'm"af behavior is ob-
centrifugal impeller and of a three-stage LP steam turbine. served, with real gas efficiency up to 0.7% higher. Moreover, the
real gas curve shows a plateau where the perfect gas one is nar-

Analysis of a Transonic Centrifugal Impeller. Figure 5 rower around its maximum.
shows the geometry of a transonic centrifugal impeller for heavy- The impeller’s aerodynamics seems not to be influenced by the
duty applications, designed by GE-NP, which is representative thiermodynamic model adopted. Comparisons between blade pres-
a class of industrial impellers of the latest generation. Such imure distributions at midspan near chakéy. 6(c)) and near stall
pellers are critical for the high values of the relative Mach numbéFig. 6(d)) show that the same blade loading is predicted by both
of the flow, especially in the axial inducer. Therefore, great attemodels. This result can be explained by referring to the reduced
tion must be paid in order to obtain satisfactory performancariablesp/p; andT/T., p. andT, being the critical pressure and

Journal of Turbomachinery APRIL 2004, Vol. 126 / 273
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Fig. 9 Comparison between the perfect and real gas model results for the LP turbine third rotor; (a) inlet blade-to-blade flow

angle, (b) blade isentropic Mach number at midspan, (c) outlet total pressure, (d) outlet total temperature

temperature of HFC-134a. In the present configuration, the feP stages this is not true any more, due to the occurrence of the

duced variables, evaluated using inlet total quantities, akguid phase. Therefore, the modelization of the working fluid is
To1/T¢=0.80 andp,;/p.=0.025. Since pressure is well below itsexpected to affect predictions of the turbine performance
critical value, compression occurs within a thermodynamic ran nificantly.

Wherg. small deviations from |deal behavior are.expected. In SUCR o different numerical computations were performed impos-
conditions, the aerodynamic design can be carried out on the basis the same boundarv conditions. The computational mesh is
of a perfect gas. Nevertheless, the nonideal nature of the fld y ) P

comes out in the evaluation of the main industrial performan&oWn inFig. 7. It consists of six C-type grids, and its total size is
characteristics: specific work input and efﬁciency_ about 2106 cells. In the figure, one half of the grld lines have
been omitted for sake of clarity. A first computation was carried

Analysis of a Three-Stage LP Steam Turblne. The three- : ;
. out using the perfect gas model. The steam equation of state was
stage LP package of a GE-NP steam turbine was selected a 88roximated assuming an equivalent gas CONStRai

representative case of a common industrial problem in which thé ; . -
impact of the working fluid modelization cannot be neglected. — 424 J/kg K and isentropic exponenfs=1.33. The real gas
In HP and IP turbines, superheated steam is accurately deodel was adopted for the second computation. Gas tables were

scribed by the perfect gas model up pe=100bar, while in generated via the NIST/ASME routines over the estimated extent
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of the expansion process. Their relative density is given
6p=0.005; 6v=0.005; sh=0.001; 5e=0.002; 6T=0.001;
85=0.001. Bi-cubic interpolation was used.

In Fig. 8 two transformations are compared in thev plane
which correspond to the expansion undergone by the fluid throu
the LP turbine, computed by the perfect gas and the real ¢
models. Both expansions completely occur in the two-phase |
gion. At the first stator inlet, the same inlet conditions are impos
for both models. As the expansion goes on, the perfect gas mo
progressively underestimates values of the specific volume. At t
third rotor outlet, where back pressure is imposed, the deviati
from the real gas model is about 35%. This leads to an over.
underestimation of the specific work output.

These discrepancies impact not only on the prediction of tt
thermodynamic quantities, but also on the aerodynamic perft
mance of the turbine components. Attention is focused here on 1
third rotor, for which maximum differences are expected. -

The spanwise distributions of the inlet blade-to-blade flov =
angle are compared iRig. 9(a). Significant differences are ob- -
served throughout blade span. At midspan, the perfect gas mo
predicts a negative incidence about 9° higher than the real ¢
one. As a consequence, blade operating conditions are differen
the two cases. This effect is highlighted by the comparison b
tween the blade isentropic Mach numbers, reporteHign 9(b).
Due to the negative incidence, the blade loading predicted by t
perfect gas model is much lower on the pressure side near lead |
edge. Discrepancies are also observed on the suction side neal
trailing edge, suggesting a different shock structure in the tra
sonic region. Outlet spanwise distributions of total pressure a
temperaturéFigs. 9c)—9(d)) also show a substantial difference in
loss prediction and emphasize the inconsistency of the perfect
model in the two-phase region.

In Figs. 1Qa)-10(b) flow stream lines in the blade-to-blade
surface at midspan, obtained by means of particle traces, are
ported for both models. A stronger recirculation is observed on tl
pressure side of the blade in the perfect gas case, according to
higher negative incidence found. This result highlights the infl.
ence of the gas model on the flow structure.

(a)

Conclusions

In this work a numerical model was presented to account fi
real gas effects in CFD computations. The method is based on
use of gas property tables, and exploits a local fitting of gas de
to compute thermodynamic properties required in each soluti
step. Gas tables reside external to the flow solver, and can
provided using either commercial databases or in-house dev
oped ones.

The model was implemented in an existing three-dimension
solver for the RANS equations, originally based on the perfectg (£}
state equation. The effectiveness of the method was assessed by
performing real gas computations using perfect gas tables, ang. 10 Comparison between particle traces in blade-to-blade
comparing results to those obtained with the perfect gas solveplane at midspan for the LP turbine third rotor; (a) perfect gas

Two applications were discussed: the analysis of a transomiodel, (b) real gas model
centrifugal impeller and of a three-stage LP steam turbine. They
were selected as representative cases of common industrial prob-
lems in which the working fluid modelization affects performancécknowledgments
prediction. The impeller aerodynamics was well described by the . . . .
perfect gas model in the examined operating conditions, while reélIThe authors would like to express their gratitude to Prof. Ennio

gas effects came out in the evaluation of specific work input anuarnevale of the University of Florence, for encouraging and pro-

efficiency. In the LP steam turbine, significant departures from tgotlng this joint research activity; to Dr. Leonardo Baldassarre,

ideal behavior were observed in the thermodynamic expansi R GIOV&PI’II Sac%e_lrdl, k?nd Dr. _fGabIrl_eIe Clallovanl f(-)f GETNUOVE
which completely occurs in the two-phase region. The impact w. égnone, or %mv' flng the centrifugal impeller configuration an
found to be strong on both thermodynamic performance and oS property data for HFC-134a.

structure.
The proposed model proved to be an efficient and reliable dl(\alpmenclature
sign tool for industrial applications. Its characteristics also make it T = temperature
attractive as a research tool to investigate specific aspects of the p = pressure
flow, such as the impact of gas constant variation with tempera- p = density
ture in perfect gas analyses. v = specific volume

Journal of Turbomachinery APRIL 2004, Vol. 126 / 275

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



x
N<R—~ToxToonT

>
X

>
<

AX, Ay

B=Po2/Po1

T

i

m

o

M is
Subscripts

PG

RG

choke

ref

min, max, av

1,

ONOO

References

[1] Young, J. B., 1988, “An Equation of State for Steam for Turbomachinery and

specific enthalpy

specific entropy

specific internal energy

speed of sound

molecular viscosity

thermal conductivity

absolute velocity modulus

gas constant

specific heat ratio

independent thermodynamic variables
dependent thermodynamic variable
gas table dimensions

gas table spacings

total pressure ratio

computational time

isentropic efficiency

mass flow rate

blade-to-blade flow angle
isentropic Mach number

perfect gas model

real gas model

choke conditions P G)

reference conditiongpeak efficiencyP G)
minimum, maximum, average values
current thermodynamic state
stagnation condition

inlet conditions, outlet conditions
critical conditions

Other Flow Computations,” ASME J. Fluids End.10 pp. 1-7.

[2] Benedict, M., Webb, G. B., and Rubin, L. C., 1951, “An Empirical Equation

Pressures to 10,000 Bar,” J. Phys. Chem. Ref. Datpp. 757-922.

[4] Cravero, C., and Satta, A., 2000, “A CFD Model for Real Gas Flows,” ASME
Paper 2000-GT-518.

[5] Paek, J., 1996, “Functional Forms to Describe Thermodynamic Properties of
Gases for Fast Calculations,” ASME Journal of Engineering for Gas Turbine
and Power]118 pp. 210-213.

[6] Dierckx, P., 1993Curve and Surface Fitting With Spline®xford University
Press, New York.

[7] IAPWS, 1997, “IAPWS Industrial Formulation 1997 for the Thermodynamic
Properties of Water and Steam,” IAPWS Release, IAPWS Secretariat, Techni-
cal Report.

[8] Harvey, A. H., Peskin, A. P., and Klein, S. A., 2000, “NIST/ASME Steam
Properties,” NIST Standard Reference Database 10, Version 2.2, Standard Ref-
erence Data Program, National Institute of Standards and Technology, Gaith-
ersburg, MD.

[9] Wagner, W., Cooper, J. R., Dittmann, A., Kijima, J., Kretzschmar, H.-J., Kruse,
A., Mares R., Oguchi, K., Sato, H., Stier, 1., Sfner, O., Takaishi, Y., Tan-
ishita, 1., Tribenbach, J., and Willkommen, T., 2000, “The IAPWS Industrial
Formulation 1997 for the Thermodynamic Properties of Water and Steam,”
ASME J. Eng. Gas Turbines Powd22, pp. 150-182.

[10] Benzler, H., and Koch, A. V., 1955, “Ein Zustandsdiagram Athylen bis zu
10,000 Ata Druck,” Chem.-Ing.-Tech27(2), p. 71.

[11] Schultz, J. M., 1962, “The Polytropic Analysis of Centrifugal Compressors,”
ASME J. Eng. Gas Turbines Pow&9.

[12] Cooper, H. W., and Goldfrank, J. C., 1967, “B-W-R Constants and New Cor-
relations,” Hydrocarbon Proces€i6(12), p. 141.

[13] Lee, B. I, and Kesler, M. G., 1975, “A Generalized Thermodynamic Correla-
tion Based on Three-Parameter Corresponding States,” AIChELR).

[14] Lin, H., and Chao, K., 1984, “Correlation of Critical Properties and Acentric
Factor of Hydrocarbons and Derivatives,” AIChE 3Q(6).

[15] Arnone, A., Liou, M. S., and Povinelli, L. A., 1993, “Multigrid Calculation of
Three-Dimensional Viscous Cascade Flows,” J. Propul. Po%dj, pp. 605—
614.

[16] Baldwin, B. S., and Lomax, H., 1978, “Thin Layer Approximation and Alge-
braic Model for Separated Turbulent Flows,” AIAA pap&8, p. 257.

[17] Arnone, A., and Pacciani, R., 1998, “IGV-Rotor Interaction Analysis in a
Transonic Compressor Using the Navier-Stokes Equations,” ASME J. Tur-
bomach.,120(1), pp. 143-155.

[18] Spalart, P., and Allmaras, S., 1992, “A One-Equation Turbulence Model for
Aerodynamic Flows,” AIAA Paper 92-0439.

[19] Menter, F. R., 1993, “Zonal Two-Equatiots-» Turbulence Models for Aero-
dynamic Flows,” AIAA Paper 93-2906.

for Thermodynamic Properties of Light Hydrocarbons and Their Mixtures,”[20] Arnone, A., 1994, “Viscous Analysis of Three-Dimensional Rotor Flow Using
Chem. Eng. Prog47(8), p. 419.
[3] Jacobsen, R. T., and Stewart, R. B., 1973, “Thermodynamic Properties di21] Rogers, D. F., and Adams, J. A., 1990athematical Elements for Computer

Nitrogen Including Liquid and Vapor Phases From 63 K to 2000 K With

276 | Vol. 126, APRIL 2004

a Multigrid Method,” ASME J. Turbomach116, pp. 435—-445.

Graphics WBC/McGraw-Hill, New York.

Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Influence of Leading-Edge
s | GEOMetry on Secondary Losses in
e—mail:michael.benner@.mc—cnrc.gc.ca a Turbine cascade at the Design
S. A. Sjolander Incidence

The paper presents detailed experimental results of the secondary flows from two large-
scale, low-speed linear turbine cascades. The aerofoils for the two cascades were de-
signed for the same inlet and outlet conditions and differ mainly in their leading-edge
geometries. Detailed flow field measurements were made upstream and downstream of the
S. H Moustapha cascades using three and se_ven-hole pressure probes and static pressure d_istributions
o were measured on the aerofoil surfaces. All measurements were made exclusively at the
design incidence. The results from this experiment suggest that the strength of the passage
vortex plays an important role in the downstream flow field and loss behavior. It was
concluded that the aerofoil loading distribution has a significant influence on the strength
of this vortex. In contrast, the leading-edge geometry appears to have only a minor
influence on the secondary flow field, at least for the design incidence.
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Introduction pects of the physics, including in particular the influence of the
inlet boundary layer separation procéss., the horseshoe vortex

A turbln_e aerqfon IS USl.Ja”y d_e3|gned_ o produce m'n'munﬂormatior‘) on the flow and loss behavior in the endwall region.
losses at its design operating point. Additional losses then occur

hen th i dit f the desi int. In ai The flow at the junction of a cylindrical body and flat plate, and
when the operating conditions vary from the design point. In aif, o resulting horseshoe vortex formation, has been studied in great
craft engines, operation at idle, take-off, and cruise all result

; . . : . tail (e.g., Bakel[6], Eckerle and Langstofv], Pierce and Tree
changes in the operating conditions for the turbines, particular (eg 16] gstofv]

he | h h K ber of and Devenport and Simpsd®]). The flow and geometric
the low-pressure stages. These changes can take a number of iz eters that affect the structure and dimensions of the horse-
ferent forms, including deviations in Reynolds number and Ma

! - o oe vortices are therefore reasonably well understgbd].
number from their design values. Perhaps the most significalityeyer, for these flows the pressure field imposed on the incom-
effect on losses occurs when the incidence differs from its desi boundary layer is a function of the size of the obstacle only. In
value. The present study is part of an on-going project concemngfl case of the turbomachinery-aerofoil-endwall junction, the up-
with the effects of off-design incidence on profile and secondagfeam pressure field becomes a function of the magnitude and
losses. ) ) . _distribution of the loading of the aerofoil itself. The effect of this
Empirical loss correlations and meanline analysis continue {8 ikely to be particularly strong in turbine aerofoil rows because
play an important role in the early stages of the design process. dfstheir high aerofoil loadings. To the authors’ knowledge, only
progress is made in understanding the flow physics, it is necessgf¢ investigation has focused on the development of the horse-
to review and improve these correlations. The ultimate objectiwhoe vortex in turbine cascad€®]], and therefore, the physics of
of this project is to improve the off-design correlations for profilehis flow are not as well understood. The geometric and flow
and secondary losses. However, a sound understanding of the flsavameters that affect the characteristics of the vortex have yet to
physics is a precondition for improving loss correlations, ange fully identified.
therefore, a large part of the project is aimed at improving the The present paper describes an experimental study of secondary
current understanding of the flow and loss behavior. Work relat@@dws in a large-scale, low-speed, cascade wind tunnel. Two aero-
to profile losses has largely been completeld, A previous in-  foil designs, which differ mainly in their leading-edge geometries,
vestigation has focused on the physical insights into the relatioflave been investigated. The paper concentrates on providing in-
ship between the behavior of secondary flows and inciddi2¢e, sight into the effect of leading-edge geometry on the endwall flow
The present paper continues the examination of secondary flofegd and loss behavior at the design incidence. A subsequent pa-
and looks in more detail at the losses. per will address the effects of off-design incidence. Detailed flow
Secondary flows in turbine cascades have been the subjecfield measurements were made upstream and downstream of the
extensive experimental research in the past decades. Severalcascade and static pressure distributions were measured on the
cellent reviews have appeared. Research from the 1950s to #eeofoil surfaces. The data were supplemented by extensive sur-
mid 1980s was summarized by Sieverd[i8 Gregory-Smiti{4] face oil flow visualization.
and Langstori5] have reviewed the more recent research on sec-
ondary flows. Based on these reviews, it is clear that there is silkperimental Apparatus and Procedures

a requirement for an improved understanding of a number of as- )
Test Section and Test Cascades.All measurements were

Contributed by the International Gas Turbine Institute and presented at the IntHﬂ_—ade in the linear Casche test section shown schematlcal_ly In
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Julég. 1. Two cascades, designated as LS2 and LS3, were examined.
16-19, 2003. Manuscript received by the IGTI December 2002; final revision Marghhe sets of five aerofoils are mounted on a turntable that allows
2003. Paper No. 2003-GT-38107. Review Chair: H. R. Simmons. the cascades to be tested over a wide range of inlet flow angles.

Current address: Institute for Aerospace Research, Propulsion Laboratory, Na- . . . . it
tional Research Council of Canada, Ottawa, ON, Canada. To whom corresponde test section has been used extensively in the past, primarily
should be addressed. for the study of the effects of off-design incidence on profile
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Fig. 1 Schematic of variable-incidence cascade test section

]
Y
losses(e.g., Benner et al.1], Goobie et al[12], Tremblay et al.
[13], and Rodger et al[14]). The side flaps, bypass flap, anc
tailboards are adjusted to obtain good inlet flow uniformity an

. I Cx
outlet flow periodicity. For the present work, all the measuremen

were made at the design incidence. |s| - hpafame'efs LS2 LS3
The geometries of the two cascades are summariz&igin2. ade span. b from) 2037 207

. . . Blade spacing, s [mm 110.7 110.7

LS2 represents the midspan section of a power turbine blade True chord, C [mm] 162.8 1623
fairly recent design. After the development of the Moustapt Axial chord, Cx [mm] 150.0 149.4
et al. [15] correlation, cascade LS3 was fabricated to examir Stagger angle. y [deg] 23.1 216
further the effect of leading-edge geometry on the off-design pr e/ [%] 180 196
. T . . Inlet metal angle, g, [deg] 29.3 255
file losses. The two aerofoils were designed for the same inlet a Outlet metal angle, g [deg] 575 575
outlet conditions and lifing requirements, using the same turbin Design inlet flow angle. ¢ [deg] 26.4 28.4
profile design system. Design outiet flow angle, o, [deg] 57.7 57.7
As shown inFig. 2, LS3 has a leading-edge diameter roughl Incidence, i [deg] -09 2.9
twice that of LS2. To maintain similar lifing requirements, whict Leading-edge diameter, d [mr] 24 167
ired the cross-sectional metal areas to be essentially the sz eacing-edge wedge angde. e [ded] 9.4 v
require Yy c Trailing-edge thickness, tet [mm] 42 42

the leading-edge wedge angle for LS3 was reduced to 43.0 deg
from the value of 52.4 deg used for LS2. In addition, the stagger Fig. 2 Cascade geometry and measurement locations
angle was reduced from the value of 23.1 deg for LS2 to 21.6 deg

for LS3. Korakianitis and Papagiannidi6] have noted an influ-

ence of stagger angle on the loading distribution, and as a resyligie of 60 deg. The probe used for the LS3 measurements was
the present measurements include the effects of more than Bghrated in 5 deg steps for all combinations of pitch and yaw up
leading-edge geometry. ) _ to 50 deg of flow misalignment relative to the probe axis. For the
Figure 2 also shows the locations of the flow field measuréznge of flow misalignment angles encountered during the testing
ments. Detailed measurements of the inlet boundary layer weggproximately 25 deg), the estimated uncertainty for measured
made at 1.2 axial chord lengths upstream of the leading edge. v angles is+ 0.6 deg, and for measured dynamic pressure and
reference upstream dynamic and total pressures were obtainedqig| pressure ist1.4% and+0.7% of the reference dynamic
the centerline at this location. Traverses were made at 0.5 a)ﬁﬁéssure’ respective|y. The probe used for the LS2 measurements
chord lengths upstream of the leading edge to verify the inlet flowas calibrated in 2 deg steps over a range of 40 deg of flow
uniformity. All downstream measurements were made at 0.4 axi@isalignment in both pitch and yaw. The estimated uncertainties
chord lengths downstream of the trailing edge, unless otherwiaee slightly smaller than those reported above0.5 deg; for
noted. measured dynamic pressure and total pressure:1s2% and
. i i +0.3% of the reference dynamic pressure, respectively. The inlet
Instrumentation an_d Daf[a Acquisition. _ All flow field mea- boundary layer was traversed using a pitot-tube with inner and
surements were obtained in the present study and were made Wier diameters of 0.33 and 0.64 mm, respectively. The uncer-
pressure probes. The upstream measurements and downstregify in the mass-averaged inlet total-pressure deficit, as obtained
midspan measurements were made with a three-hole probe usefidm the pitot-tube traverses, is estimated to ©8.5% of the
the non-nulling mode. The probe tip has a width of 2.0 mm andraference dynamic pressure.
thickness of 0.64 mm. The probe has been calibrated in 0.5 degrhe measurements with the seven-hole pressure probes were
steps over a range of 10 deg of flow misalignment in the yaw made on a plane that extends 1.287 blade spacings in the pitch-
direction. The uncertainty in the measured yaw angles is estimateide direction(142.5 mm and 0.700 blade heights in the span-
to be £0.5 deg and the uncertainty in the measured dynamic andse direction(142.5 mm. For the traverses performed at 0.4
total pressures is estimated to t®.6% and+0.3% of the ref- axial chord lengths downstream of the trailing edge, the spacing
erence dynamic pressure. Two seven-hole probes were usedbfeiween measurement points was 7.5 mm in both the pitchwise
the detailed downstream measurements, and like the three-hatel spanwise directions, for a total of 400 grid points. At the
probe, they were used in the non-nulling mode. Both seven-hdtaverse plane located 0.1 axial chord lengths downstream of the
probes have a diameter of 2.4 mm and a conical tip with an apeailing edge, the spacing was 3.75 mm in both directions, for a
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total of 1521 grid points. The total-pressure loss coefficieNs ( Table 1

Summary of experimental results

obtained by mass-averaging the grid data are estimated to be =&

curate to*0.0035. CASCADE
To measure aerofoil surface static pressures, one of the aaroCATION FLOW QUANTITY LS2 LS3z
foils is instrumented over half of its span with 12 chordwise row ET 76 >3
of 43 static taps. Each row consists of 25 suction surface taps, ﬁl\uf & (mm) ’ '
pressure surface taps and one base pressure tap. 6 (mm) 1.9 15
Two pressure acquisition systems were used during the course H 1.39 141
of this experimental work. For the earlier LS3 measurements, the CPoinet —0.033 —0.027
pressures were measured with capacitive-type differential tragT g1 col 20090  —0.083
ducers. A new, faster pressure-scanning module, which uses (averse plane: c o total 0.047 _0.052
ezoresistive differential transducers, was employed for the L32%Cx downstream f?Omei'e ' '
measurements. In both systems, the analog pressure signals Wéfeiling edge CPo secondary —0.043  —0.031
converted to digital form with 12-bit resolution. All quoted uncer- Ytot:' 8'8‘2? 8'8‘2%
S I rofile . .
tainty intervals apply to both data acquisition systems. Sepcondary 0.022 0.016
Data Reduction. The loss data presented here is expressed if _8:%28 _09'015’(?
mainly in terms of the total-pressure loss coefficiént, This co- Clye 0.013 0.008
efficient is obtained using the mass-averaged total-pressure coef- o) (deg —53.6 —52.6
ficient, Cpy , where the reference total and dynamic pressures are a2 /9%, 2.09 2.02
the values on the centerline upstream of the cascade. @ rigspan (d€Q —54.1 —52.9
The mass-averaged values©p, are calculated from 2/dcL midspan 2.18 2.09
AVR 0.98 0.99
Quality factor,Q 5.06 4.50
’ !
f f Cpoly’ 2)pudy’dz MIXED-OUT ol ~0108  -0.09
Cpgz (1) 0 total
Myt C P profte —0.048 —0.054
. . pg secondan —0.060 —0.042
wherem, is the reference mass flow rate over one blade pitch Yo y 0.053 0.048
and 50% of the span at the inlet to the cascade. As a means of Y profile 0.022 0.026
verifying the data quality, the outlet mass flow measured over an secondary 0.031 0.023
equal area downstream of the cascade was compared to the refer- 92 /dce g'gg ;'gg

ence mass flow. For the cases presented in this paper, the inlet and G2 /et midspan
outlet mass flow rates differed by no more than 2.5%.

The total-pressure loss coefficient is defined as

, o [ GeL)”
Y=(Cpy1—Cpo2 (_)
P

@ Experimental Results
Operating Conditions. All measurements were made at a
whereCpy is obtained from Eq(1). Reynolds number of 3:00.03x<10° based on inlet velocity and

A knowledge of the streamwise vorticity and secondary kinet@erofoil chord. The inlet velocity was approximately 30 m/s so
energy distributions is useful for studying the three-dimensionflat the conditions were essentially incompressible. The turbu-
structures downstream of the aerofoil row. lence intensity at the cascade inlet was about 0.3%. It is notewor-

The axial and tangential components of vorticity were calcdly that Gregory-Smith and Cle4k9] examined the influence of

lated from the grid data at the downstream traverse plane usinglet turbulence intensity on the secondary flows and found it had
very little effect on the flow field and loss behavior.

The inlet endwall boundary layer parameters are giverainie
1, and as can be seen, the thickness of the layer for LS2 is slightly
larger than for LS3. This arises from a small difference in the
and endwall boundary layer bleed flows upstream of the two cascades.
The location of the bleed slots is shownkig. 1.

Jw  du

v (3)

1 0P,

1
wy=a(vwx+——). 4)

- Blade Static Pressure Distributions. The strength of second-
p

ary flows downstream of a turbine have been shown to depend
Equation(4) is derived from the incompressible Euler equationStrongly on the overall aerofoil loadinge.g.,[20-23) and the
(Gregory-Smith et al.[17)) and a discussion of its validity in '0ading distribution(e.g.,[2,23)). To provide background for the
viscous flows is given by Yaras and Sjoland2g]. The stream- subsequent discussions, the blade pressure distributions are pre-

wise component of vorticity is then calculated from sented first. o .
Figure 3 shows the measured variations in the midspan blade

(5) pressure for LS2 and LS3. The aerofoil loading data for LS2 were
obtained from a study of the effects of axial velocity ratkvR)

Secondary kinetic energy is defined as the kinetic energy ass®rthe midspan aerodynamic behavior of a turbine cas¢adg,
ciated with the velocity components in a plane perpendicular ta their study, an arrangement of endplates was used for control-
the mass-averaged exit flow angtg,. Mathematically, this may ling the flow convergence or divergence. With the use of end-
be expressed as plates, the effective aspect ratio of the cascade was reduced to
approximately 1.Gfrom 1.25, and the thickness of the inlet end-
wall boundary layer was substantially decreased. The loading
measurements for LS3 were obtained in the present study and
therefore correspond to somewhat higher values of endwall
boundary layer thickness.

Figure 3 shows that LS2 is also slightly more forward loaded
than LS3. This is consistent with the fact that LS2 has a higher

W= W, COSay+ wy Sinay .

1l
SKE= 2 P(Vsect Weed (6)

where

Vse™ —USiNajy+v cosay and Wg=W. @)
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stagger angle than LS3 (23.1 deg versus 21.6 deg, as showr - o°
Fig. 2). As seen from the figure, LS2 experiences significantl o7
higher acceleration in the first 10@x. Also, the magnitude of |
the suction peak has increased and the peak has moved forwn ’
from about 55%Cx for LS3 to 45%Cx for LS2. On the aft 09

portion of the suction surface, the deceleration is quite uniform fi
LS2. In contrast, a change in the slope of the pressure distributi
at about 80%C x is observed for LS3 and appears to correspond
the reattachment point of a small laminar separation bubble whi
starts at about 609X, [2].

_______ SEPARATION LINE
....... REATTACHMENT LINE
72> SEPARATION BUBBLE

Fig. 4 Interpretation of the (a) endwall, and (b) suction surface
Physics of the Endwall Flow at the Design Incidence flow visualization at the design incidence (modified from [2])

Introduction. Extensive work has been performed since the
1940s on secondary flows and has provided a basis for a number . . .
of detailed descriptions of the endwall flow within the blade pag_eattachr_nent point Rand the separation saddle poing Athe .
sage at the design incidenéeg.,[3,21,24). Amongst these de- intersection point between the stagnation streamline and the pri-
scriptions, there is fairly broad agreement about the details of tfﬂéary separation lineThe portion of the inlet boundary layer fluid
flow field. However, some questions still remain. To further aghat takes part in .the horseshoe vortex is d.|V|de.d along the stag-
vance the understaﬁding of the endwall flow, Benner d2iknd nation streamline into the pressure and suction side branches, sub-
Wang et al.[25] provided additional data in ,the form of oil andscrlptedp ands in Fig. 4. The o_ther major separation line is that
smoke flow visualization. Both groups of authors gave detaild e endwall bhoundc_ary I?yer in the SUth'OE comey, Sgger?s .
interpretations of the flow physics inside the blade passage; a b prlglna;[]e ﬁt the point o flnters_lgﬁtlon cl) the sucrt]lon-3| I? egho
summary of the present authors’ interpretation is presented belg/ S2 With the suction surface. The only reattachment line that
as background for the subsequent discussions of the effect S visible was near the corner at the blade pressure surface and
leading-edge geometry. As well, the interpretation of the flow geno;ed anBb ber of i . 29194-2
structures has evolved slightly from that given in Benner 24l S 0 fsirvg | y adnunl]l Sr o dlnvelstlgatc](::as%.,[ iy D h
It is now believed to be more consistent with both the preseﬁ?m.e of the Inlet endwall boundary layer fluid can end up at the
downstream measurements and the smoke flow visualizationslnqﬁ’lCtlon surface, at separation ling, Svithout having taken part in
Wang et al[25] and Sonodd26]. Some of the downstream flow (N€ Separations,,Sor S,. This region is indicated oftig. 4(a)

field measurements are included in this section to help explain tih double-lined arrows. As will be discussed below, this fluid

difference between the current and previous interpretafien seems to be associated with one of the dominant high-loss regions
[2]) ” in the downstream flow field.

The interpretation of the flow structures near the suction surface

Interpretation of the Flow Field. Figures 4(a) and4(b) sum- is given in Fig. 4(b). There appear to be two major separation
marize the interpretation of the flow near the endwall and suctidines on the suction surface in the endwall regiog; &n apparent
surfaces, respectively. This interpretation is based mainly on teetension of &, and §. S, is the most commonly observed
surface oil flow visualization presented in Benner et[@]. separation line and it is associated with the passage vortex
Downstream flow field measurements made in this work were aledereas §; is the separation line for the suction-side leg of the
used to interpret the inside-passage flow physics. These figuhesseshoe vortex. The flow visualization clearly showed a finite
will be discussed below. distance between the starting points for the &d S separation

Figure 4(a) shows the near-endwall flow behavior. In thdines. This supports the earlier interpretation that some of the inlet
leading-edge region, there were two major separation lines, desdwall boundary layer fluid was not involved in the inlet endwall
ignated as Sand S. S; is commonly associated with the sepaboundary layer separation. Based on similar observations, Hodson
ration of the inlet endwall boundary layer, whereassSregarded and Dominy[21] and Denton[28] described this fluid as being
as the lift-off line of the horseshoe vortex. Also shown is th&funnelled” between the passage vortex and suction-side leg of
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Fig. 5 Interpretation of the flow structures in the endwall Fig. 6 Line contours of total-pressure coefficient superim-
region posed on flood contours of positive streamwise vorticity for

LS3 (x/Cx=1.10)

the horseshoe vortex. In the present flow, the suction-side leg_of . L
the horseshoe vortex does not appear to remain close to the %-U&@S_e contour plots were found to be useful for identifying the
tion surface with downstream distance, as theseparation line '0ocation and characteristide.g., size, strength, and direction of
seemed to fade fairly quickly. The only plausible explanation fdPtation of the vortical structures. Vorticity can be used to visu-
this seems to be that the passage vortex interacts with the sucgg€ the motion of the flow since it is convected with the fluid
side leg of the horseshoe vortex, thus forcing it off the suctigp@rticles. It should be noted that for the selected coordinate sys-
surface. Presumably, the suction-side leg of the horseshoe vorfe¥- the passage vortex contains positive streamwise vorticity.
wraps itself around the passage vortex, as has been observed By°MFig. 6, it can be seen that the endwall region is occupied
many investigatorge.g.,[24—-26,29,30). The separation line sS predominantly by fluid with positive streamwise vorticity. Within
occurs where the suction-surface boundary layer meets the f{fNS région, there are two cores of high vorticity. The one closest
nelled fluid. Finally, there are also two regions of attaching flof© Midspan is coincident with a region of high loss and is quite
Line R, represents the reattachment of the endwall fluid that segQtense: it is typically identified as the passage vortex. The other
rated along $. As in many experiments, it was possible to idenvorticity core, which is closer to the endwall, is Wea]<er and asso-
tify the resulting corner vortex in the present downstream me§iated with relatively low-loss fluid. To the authors’ knowledge,
surements. The Rreattachment line is discussed further below, this flow feature has not been observed previously. =~

The interpretation of the flow behavior within the region The negative vorticity region shows a number of distinctive
bounded by the Sand S lines has evolved slightly from the one features, including a small region of intense vorticity beneath the
originally given in Benner et a[.2]. Because the region betweenPa@ssage vortex, and partially overlapping this, a region of high-
S, and S is so small, the details of the surface flow behavior are
difficult to discern, particularly using surface oil flow visualiza-
tion alone. Therefore, pressure probe measurements were m
near the trailing edge.

Figure 5 gives the resulting, tentative interpretation. The regio g4
between separation lines 8nd S is believed to be occupied, in
part, by the funnelled endwall boundary layer fluid. The prese
authors also believe that some of the suction-surface fluid frc
beneath the passage vortex is convected into this region. The
fore, R, is the reattachment line that divides the funneller 4
boundary-layer flow from the suction-surface fluid that has be¢
convected from beneath the passage vortex. In the region boun®
by R, and S, the surface flow visualization showed very little 04
evidence of either flow convergence on thesgparation line or
flow divergence from the Rreattachment line. For this reason, it 5
appears that the vortical structure, referred to as SS2, is qt
weak. The vortex in the region bounded by &d R,, which is
denoted as SS1, appears to be considerably smaller than SS2 -0-6
quite intense. This interpretation is based on measurements 1
are presented below and the smoke flow visualization results 7
Wang et al[25].

01 0 01 0203040506070809 1 1112

Figures 6 and 7 show contour plots of total-pressure deficit y'is
overlaid with color floods of positive and negative streamwise
vorticity, respectively. Fig. 7 Line contours of total-pressure coefficient superim-

The measurements presented in these figures were takenpé¥ed on flood contours of negative streamwise vorticity for
LS3 at 0.1 axial-chord lengths downstream of the trailing edgeS3 (x/Cx=1.10)
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loss fluid. The present authors believe that this loss core is as$able 2 Energy audit from the measurement plane to the
ciated with the funnelled boundary layer fluid. We also believ@ixed-out plane
that, as mentioned earlier, the SS1 vortex is composed mainly=of

suction surface fluid. This fluid originates in the endwall suction Description LS2 LS3 LS3LS2
surface cornefat R;) and is driven towards the,Separation line  “Diffusion” loss ** —0.006 —0.005 0.000
by the cross flows induced by the passage vortex. The interaction™ ASecondary KE —0.013 —0.008 0.005
appears to be quite strong from the surface flow visualization. = mixing loss —0.018 —0.013 0.005
Evidently, the boundary layer that originates aj,Rs being

strongly accelerated as it makes its way towards &d as a Mixing loss —0.018 -0.013 0.005
result, the vorticity production is higkthe resultant vorticity is +Measured loss —0.090 —0.083 0.007
negative in sigh The region of high negative vorticity beneath  =Mixed-out loss —0.108 —0.096 0.012

the passage vortex, which is observedFiy. 7, is likely the
roll-up of this vorticity sheet. It is worth noting that the present* Diffusion loss= APrimary KE+ Static Pressure Recovery

authors have considered the possibility that the vorticity core wHASTE: All quantities are nondimensionalized by the inlet centreline dynamic pres-
composed of trailing-shed vorticity, as has been suggested by"&
number of investigators. However, the surface static pressure mea-
surements presented in Benner ef 2].indicated very little span-
wise variation in the loading in this region. Also, pressure probe |

i . addition to the higher losses, the overall strength of the sec-
measurements made slightly upstream of the trailing edge shovy_;g

- ; ; L . ary flow field was also larger for LS2. Three parameters indi-
evidence of a core of high negative vorticity being present alrea Yte this: the mass-averaged secondary kinetic en&gy:) and
in the vicinity of the §/S; separation lines. |

The final feature in the negative vorticity field is the vorte the absolute values of the positive and negative secondary circu-

located at the endwall suction surface corner. As expected talltion (Cr. and Cr-), all of which were larger for LS2. The
T . - ) P ! (§condary kinetic energy is significant since one of the dominant

region Is c_haracterlzed by high losses and elevated levels of NeHfEchanisms for loss generation is mixifi2enton[28]). Through

tive vorticity. '

this process, secondary kinetic energy is eventually lost if it is not
Mass-Averaged and Mixed-Out Results. The mass- used in a downstream rotor for work extraction. Therefore, sec-
averaged and mixed-out results for LS2 and LS3 are presentecPliflary kinetic energy may be regarded as a potential loss source
Table 1. and a cascade with stronger secondary flows will ultimately gen-
As seen from the table, the overall total-pressure losses for L§tate more loss, as is the case for LS2.
and LS3 are very similar. The profile losses are taken as the losse$able 2 summarizes the results of an “energy audit” from the
measured at midspan where the influence of the secondary flovigasurement plane to the mixed-out plane. All loss values are
small. The secondary loss coefficient is then taken as the difféiermalized on the inlet dynamic pressure. The mixing losses are
ence between the overall loss coefficient and the profile loss ¢dvided into two components. The first is described as the “diffu-
efficient. Thus, it is implicitly assumed that the profile losses geion” loss and is the portion of the primary kinetic energy that is
erated near the endwall are the same as those at midspan. Thl§ssbetween the measurement and mixed-out planes. The remain-
the conventional loss breakdown and it seems to give reasonaB@ portion of the primary kinetic energy is recovered as static
results at design incidence. However, it has been shown by BenREgssure. The second term is the dissipation of secondary kinetic
et al.[2] that the conventional loss breakdown can result in mi€nergy. Two observations are worth making: first, the diffusion
leadingly low values of the secondary loss coefficient at offosses are nearly identical for the two cascades and second, the
design incidence. difference in the mixing losses can be mostly attributed to the
From Table 1 it can be seen that the measured profile loss félifference in the measured secondary kinetic energies.
LS3 is approximately 20% larger than that for LS2. Although the The remainder of the paper examines the downstream traverses
absolute difference between the two loss coefficients is quifemore detail and presents a comparison of the measured second-
small, the measured values are consistent, with002, with ary losses with empirical predictions.
those measured by previous investigat@g., for LS2,[12-14;

; ; X Total Pressure Distributions. Figures &a) and (b) show
for LS3,[31,32). Therefore, the difference in the midspan losseg, plots of the total-pressure deficits at the downstream mea-
appears to be genuine. Den{@8] argued that the loss production

in a boundary layer varies as the cube of the edge veldgiyre surement plane for LS2 and LS3, respectively. Darker shading

. indicates higher losses.
3 shows that LS3 has a larger leading-edge overspeed than LS broad terms, the total-pressure deficit distributions for LS2
and this may account for the higher profile losses for LS3.

Th d it tediainle 1 show that th and LS3 are very similar. However, there are some differences.
€ mass-averaged results presentedanie 1 show that the arting near the endwall with the corner vortex, both the pitch-
measured and mixed-out secondary losses are higher for L

. . . " e extent of the high loss region and the peak loss magnitude
Also shown in the table are the values of the “quality fact®.” 5rq |arger for LS2. Moreover, for LS2, the size of the loss cores
This parameter was proposed by Marcf2®8], as referred to in

. . > A ssociated with the SS1 and passage vortices are larger and have
Sieverding[3], to allow designers to qualitatively assess the erE‘ ! w P ge vort 9 v

; f toil loadi d loading distributi q enetrated further toward midspan. The size of the loss cores
ects of aerofoll loading and loading distribution on secondaty, ;1o some extent, be related to the strength of the vortices.

losses. Marchal argued that an increase in the cross-passage 883 presented below support this assertion
sure gradient or a shift in the loading distribution toward the Iea?iﬁ- P PP '

ing edge would produce higher secondary losses. The higher valu®ositive Vorticity Field. Figures 9 and 10 show the contour

of Q for LS2 is mainly due to the aerofoil being more forward{ines from Figs. 8a) and 8(b) superimposed with color floods
loaded, as can be seenkiy. 3. The increase in secondary loss foiillustrating the regions of positive streamwise vorticity for LS2
LS2 is thus consistent with the higher value @f Weiss and and LS3, respectively. As mentioned, the passage vortex has posi-
Fottner[23] investigated the effect of loading distribution on sective vorticity.

ondary losses and also found that a more forward-loaded aerofoilAs can be seen, both flows are largely dominated by regions of
(higherQ) produced higher losses and overall stronger secondgrgsitive streamwise vorticity with nearly equal area. However, the
flows. In their investigation, the two cascades had identicabrticity levels in this region are comparatively higher for LS2;
leading-edge geometries; the main geometric difference was thes, the circulation, or overall strength of the positive vorticity
stagger angle—the front-loaded cascade having a larger stagiigd is greater.

angle. We believe that most of the fluid of positive streamwise vortic-
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y'ls Fig. 9 Line contours of total-pressure coefficient superim-
posed on flood contours of positive streamwise vorticity for
5 LS2 (x/ Cx=1.40)

01- boundary, any factor that influences the extent of this separation
should also affect the generation of positive vorticity. Another
recent experiment, by Sauer et [@4], also highlights the impor-

-0.2- tance of the inlet endwall boundary layer separation. The authors
found that the secondary loss in a cascade of high-turning turbine
aerofoils could be significantly reduced by modifying the aerofoil

-0.3 shape over the first 20@x in the aerofoil-endwall junction.

- The process of horseshoe vortex formation in turbine cascades
N is not fully understood owing to the scarcity of detailed measure-

0.4 ments in the leading-edge region. This contrasts with the flow at
the junction of a cylindrical body and flat plate, which has been
investigated extensively. A number of the studies have looked at

-0.57 " the influence of leading-edge shape and size on the strength of the

4Cp,=005 [ horseshoe vortex. For example, Meh&®] and Kubendran et al.
r  [36] showed experimentally that for the flow around the junction

-0.6 Lo : . .
of a nonlifting body and a flat plate, simulating a wing/fuselage

-0.74

0
| G,
y'ls no
(b) 0.1 ] ';:
80
Fig. 8 Line contours of total-pressure coefficient for (a) LS2 ::
and (b) LS3 at design incidence (x/Cx=1.40) 0.2 ax
ao
a5
aao
0.3 28
. P . 20
ity originates from the inlet endwall boundary layer. The othe- 14
sources of vorticity mostly produce vorticity of the opposite sens ™ 04 ne
These sources include: the endwall region aft of separation li ™
S;p; the region of the suction surface between the endwall and t
S, separation line; and the portion of the inlet endwall boundai .05
layer that becomes the suction side leg of the horseshoe vort ]
The negative vorticity produced by these sources will reduc
through mixing, the overall circulation associated with the fluid ¢ %8
positive vorticity. Thus, it is conceivable that the positive vorticity ]
levels for LS3 are lower than those of LS2 because of strong ;7. hy _ \
mixing with t_he endwall and suction s_urface boun_dz_iry layer fluic At D O A A TE OBl ORUE T s
However, this does not seem likely since such mixing would als y'is
generate losses and the losses for LS3 are lower than those or
LS2. A more plausible explanation is simply that LS2 producesgg. 10 Line contours of total-pressure coefficient superim-
stronger positive streamwise vorticity field. Since the positive voposed on flood contours of positive streamwise vorticity for
ticity is believed to result from the separation of the inlet endwallS3 (x/ Cx=1.40)
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Fig. 12 Line contours of total-pressure coefficient superim-
posed on flood contours of negative streamwise vorticity for
LS3 (x/Cx=1.40)

Fig. 11 Line contours of total-pressure coefficient superim-
posed on flood contours of negative streamwise vorticity for
LS2 (x/Cx=1.40)

the surface will also be high. This vortical fluid is convected to-

junction, the circulation associated with the horseshoe vortex W&ﬁrds the $ separation line where it rolls up into the SS1 vortex.
related to the shape of the leading edge. In both experiments, Hjace the vorticity in the SS1 vortex is largely generated by the
strength increased significantly with noe leading-edgeblunt- 5040 of the passage vortex, one would expect the strength of the
ness. It appears that the strength of the vortex is closely relatecfm vortex structures to be related. In other words, a stronger

the pressure disturbance produced by the obstacle: a larger pfRgssage vortex will lead to a stronger SS1 vortex, as is the case for
sure disturbance generates a stronger vortex. !

X . ; . . S2 as compared to LS3.
For the simple junction flows, the pressure disturbance is solely

a function of the leading-shape and size. However, the pressurdownstream Secondary Kinetic Energy Field. Figures 13
disturbance produced by a lifting body, such as a turbine aerofaid 14 show contour lines of total-pressure deficit along with
is more complex. The present authors believe that the pressoedor floods of secondary kinetic energy for LS2 and LS3, respec-
field on the endwall upstream of the leading edge is substantiatlyely. As can be seen, there are two regions of fluid with rela-
influenced by the loading in the leading-edge region. This hypottively high secondary kinetic energy: one located immediately ad-
esis is based on data from both Benner ef2].and Langston jacent to the endwall, extending over approximately 30% of the
et al.[37] which show that the saddle point of separation movegtch, and another located between the passage and the SS1 vor-
towards midpitch as the blade loading distribution shifts forwardex. In both cases, there is comparatively little secondary kinetic
In both experiments, the loading in the leading-edge region wasergy associated with the vortex cores themselves.
varied through changes in incidence. The important point is that
the effective obstacle size seen by the oncoming endwall bound-
ary layer seems to be strongly related to the loading on the fc [/ [ P P R

Coa
ward part of the aerofoil, and only secondarily on the thickness e
the leading edge. This argument provides a plausible explanat 014
for why the more forward-loaded LS2 cascade generates a str gl | =2
ger positive vorticity field than LS3, despite the fact that LS2 he Bt
the smaller leading-edge diameter. 02 o

Negative Vorticity Field. Figures 11and12 show the corre- e
sponding contours of negative streamwise vorticity for LS2 ar .03 o
LS3. g If 004

The most prominent feature is the core of negative vorticitt i i

|
associated with the SS1 vortex. This vortex and its neighborit %4} | ||||||||"||i,'|'|"|".'|"
passage vortex appear to be nearly identical in size and peak \ (] ||||'_ |
ticity magnitude for the respective aerofoils. Therefore, like th g5 ||I||||||||||
| | |
cantly stronger than for LS3. The vortex is approximately th | |||||

passage vortices, the strength of the SS1 vortex for LS2 is sign
same size for both cases, but the peak vorticity level for LS2 & | | l{tl

approximately 40% higher than for LS3.
As mentioned earlier, the SS1 vortex seems to be composec  _; » 4
fluid from the thin boundary layer on the suction surface betwet
the corner vortex reattachment lineg,Rand the passage vortex
separation line, S The strong cross flows induced on the suction
surface by the nearby passage vortex, together with the appaiggt 13 Line contours of total-pressure coefficient superim-
thinness of the boundary layer, leads to high surface shear strggsed on flood contours of secondary kinetic energy for LS2
Consequently, the production of negative streamwise vorticity @w/Cx=1.40)

[

A1 0 0102 03 04 ﬂﬁ,ﬂu.ﬁ 07 0809 1 1112
y'is
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O Table 3 Comparison of measured and predicted secondary
C=  |osses
=87 ]
0.1 ) 2 Secondary loss coefficient,secondary
LR ]
a1z SOURCE Ls2 LS3
[R5
2 o : Measured mixed-ouj 0.031 0.023
2% Kacker and Okapu{i38] 0.093 0.091
([T | e Craig and CoX41] 0.071 0.072
0.3 it | o oo Measured 0.022 0.016
= | ” (i 1 oo (40%Cx downstream of
H | Wi trailing edge
-0.4 f | | || [ s Traupel[42]* 0.062 0.063
| t am
05 | | I, [ *Loss coefficient is a function of downstream distance, and it has been assumed that
-0 I| ( the value of endwall skin friction coefficient $;=0.003.
| If
VI
ke (it 1 Mathieson[39] and Dunham and Canjd0]; Craig and CoX41];
e | | h .
y - and Traupe(42]. The comparisons are given Table 3.
07 p p g

~ The correlations are seen to predict significantly higher losses

AN B0 0304 D'E.-' OBFDENR A2 than those measured: In all cases the predicted losses are at least

L twice as large as the measured. Similar discrepancies between

Fig. 14 Line contours of total-pressure coefficient superim- C?‘Scade resultsl and t.he correlations have b.een notgd before. As
posed on flood contours of secondary kinetic energy for LS3 discussed by Sieverdingt3], the loss correlations derived from
(x/ Cx=1.40) cascade data are scaled or “calibrated” to reproduce stage effi-
ciencies derived from rig or engine data. It appears that most of

the differences between the correlation predictions and the present

cascade results are due to this calibration process, since our mea-

The main difference between the two cases is that the P€4fed secondary losses are comparable with those observed in

levels of secondary kinetic energy are comparatively higher fQfi.;o . rhine cascades. Given that these loss systems have been
LS2. Near the endwall, the peak level for LS2 is approximateg/ ) y

hown to predict turbine efficiency reasonably well, there are evi-

proximately 60%. The most likely explanation for the latter dif‘l’hus, cascade results such as the present ones should be used

ference lies with the strength of the vortical structures. The resumsainly to gain physical insights and to establish trends due to
presented earlier clearly showed that the two vortices for LS2 al&riations in particular aerodynamic or geometric parameters.

much stronger than those for LS3, while there was no significan As shown inTable 3, the correlations predict no significant

difference in their proximity. Therefore, the induced secondagyterances in the losses for LS2 and LS3. This is to be expected
velocities and corresponding secondary kinetic energies would fice the correlations do not account for differences in loading

expected to be higher for L?Q’Z' as observed. jstributions, which are thought to be the main source of the dif-
The stronger secondary kinetic energy near the endwall for L gences in the measured losses.

is somewhat surprising since it was noted earlier that the cross-
passage pressure difference is lower for LS2 on the rearward part .
of the aerofoil. The most probable explanation lies with the pa: .onclusions
sage vortex. As shown iRigs. 9and 10, the passage vortex for Detailed measurements have been made of the secondary flows
LS2 is comparatively stronger than the one for LS3. Because tfwe two turbine cascades with aerofoils that differ mainly in their
downstream endwall region lies partly beneath the passage vorteading-edge geometries. The baseline aerofoil represents the mid-
the higher secondary kinetic energy is likely induced by the strospan section of a power turbine blade of fairly recent design. The
ger passage vortex. Therefore, in this part of the blade passageddified aerofoil was designed with a larger leading-edge diam-
is the passage vortex rather than the cross-passage pressure diter-to investigate the effect of leading-edge geometry on the pro-
ence that seems to play the dominant role in determining the nefile and secondary losses. The modified aerofoil also has a slightly
endwall secondary kinetic energy. The higher velocities near themaller stagger angle; therefore, it was more aft loaded than the
endwall should also increase the entropy generation in the endwadiseline aerofoil.
boundary layer. The measured and mixed-out secondary losses were found to be
As noted earlier, the secondary kinetic energy is itself a potehigher for the baseline aerofoil. The detailed flow field measure-
tial source of losses, with the losses being generated through mixents showed that the streamwise vorticity and secondary kinetic
ing as the flow proceeds downstream. As pointed out in connemergy fields were also stronger for this aerofoil. It is argued that
tion with Tables 1 and 2, the increase in losses from thethe higher loss generation for the baseline aerofoil is mainly the
measurement plane to fully mixed-out conditions correlated weksult of a stronger passage vortex. The increased strength of this
with the mass-averaged secondary kinetic energies obtained atwbetex combined with its close proximity to the suction surface
measurement plane and LS2 did indeed give the higher mixiagd endwall would be expected to produce thinner boundary lay-
losses. ers and larger boundary-layer edge velocities, which in turn
should increase the loss production near the walls. In addition, the
Comparison of Measured Secondary Losses With Em- stronger passage vortex seemed to induce a stronger separation
. _ vortex on the suction side of the aerofoil. The higher secondary
pirical Predictions velocities in the region where these two vortices interacted
Since empirical loss correlations continue to play an importangésulted in higher downstream mixing losses for the baseline
role in the design process, there is an ongoing need to review aetofoil.
improve these correlations. This section compares the present reFhe greater size and strength of the passage vortex for the base-
sults to a few of the most widely used correlations for secondalipe aerofoil is attributed to this aerofoil’s front-loaded pressure
losses: Kacker and Okapu@88], which is based on Ainley and distribution and the resulting stronger upstream pressure field seen

Journal of Turbomachinery APRIL 2004, Vol. 126 / 285

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



by the endwall boundary layer approaching the leading edge. This
effect seemed to dominate over any influence of the leading-edge

dynamic viscosity

w =
0 fg(lf V/V,) VIV dz=boundary layer momentum

diameter, which was smaller for the baseline aerofoil. It is tenta- thickness
tively concluded that in turbine blade rows the leading-edge ge- p = density
ometry has at best a minor influence on the secondary flow field, o = vorticity
and the corresponding secondary losses, at least for the desi R script
incidence and for conventional leading-edge geometries. On t SCrpts
other hand, the loading on the forward part of the aerofoil appears CL = centerline value at the inlet boundary layer traverse
to be of primary importance. plane
e = boundary layer edge value
mean = based on vector mean velocity
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ences and Engineering Research Council of Canada and by Pratt streamwise directions

& Whitney Canada, Inc., is gratefully acknowledged. 1,2 = cascade inlet and outlet _ _
+, — = associated with positive and negative streamwise vor-

ticity, respectively
Superscripts

Nomenclature

AVR = [3(uy)wsdy'/(u;)msdy’ =axial velocity rati
o (U2)wsdy’/(ug) wsdy’ = axial velocity ratio . .
C = aerofoil chord length L pitchwise masz avleraged value
Cx = aerofoil axial chord length = Mmass-averaged value
Cp = PfPCL/1/2pVéL=static-pressure coefficient
Cpy = PO—POYCL/1/2pr§L:total-pressure coefficient References
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Influence of Loading Distribution
on the Performance of Transonic
o.corivea’ | High Pressure Turbine Blades

S. A. Sjolander

Professor Midspan measurements were made in a transonic wind tunnel for three high pressure
g-mail: ssjoland@mae.carleton.ca turbine blade cascades at design incidence. The baseline profile is the midspan section of
a high pressure turbine blade of fairly recent design. It is considered mid-loaded. To gain
Department of Mechanical & Aerospace a better_ understanding of k_)lad_e loading I_ir_nits and the influence pf I(_)ading_ distributions,
Engineering, the profile of the baseline airfoil was modified to create two new airfoils having aft-loaded
Carleton University, and front-loaded pressure distributions. Tests were performed for exit Mach numbers
Ottawa, ON K1S 5B6, Canada between 0.6 and 1.2. In addition, measurements were made for an extended range of

Reynolds numbers for constant Mach numbers of 0.6, 0.85, 0.95, and 1.05. At the design
exit Mach number of 1.05, the aft-loaded airfoil showed a reduction of almost 20% in the
total pressure losses compared with the baseline airfoil. However, it was also found that
for Mach numbers higher than the design value the performance of the aft-loaded blade
deteriorated rapidly. The front-loaded airfoil showed generally inferior performance com-
pared with the baseline airfoil[DOI: 10.1115/1.1645534

Introduction ziadis[7] developed the concept of the CBL controlled boundary

Stiff competition in the gas turbine industry for market shar yer (CBL.) fqr the design of low pressurP) turbine airfoils.
combined with the ever more stringent requirements for clea esign guidelines were developed to ensure the presence of an

efficient engines as required by governments around the world ﬂ ched boundary layer at the trailing edge.

pushed gas turbine manufacturers to optimize every componen Ot' few eﬁ)erlmefntal StUd'eSf ex'tSt ?T tTﬁ effslctdof Iogdlng d'St';'i;
the engine. Gains can still be made in terms of reduction in los \giion on the performance of actual turbineé blades. However, the

as well as in weight of the engine in the high press conclusions of these studies are often contradictory. Patterson and
turbine. ¢ g gnp () Hoeger{ 8] studied the effect of both the velocity distribution and

This can be achieved by carefully designing blade profiles suBgynolds number on the performance of three LP turbine vanes.

that minimum losses are generated within the passage while at {{¥i" results were obtained mainly at low transonic Mach num-
same time maximum loading is developed in order to reduce tRE'S- They concluded that the aft-loaded profile yielded the worst

number of airfoils required per stage. To succeed in designiR§'formance for the conditions investigated. The performance of
such optimized blades, it is necessary to determine the maximif#§ first and second stage stator vane of a LP turbine was tested
allowable amount of diffusion on the blade surface. The locatidRr Poth front and aft-loaded profile by Hashimoto and Kimura
of the diffusion region together with its extent must be considerel®]. It was found that the front-loaded designs yielded lower
The diffusion limit is imposed by the need to avoid separation ##sses and a wider range of usable incidence for high subsonic
the boundary layer on the blade surface which is associated wiiach numbers. Hoheisel et aJ10] looked at the effect of
high losses, especially if the separated flow does not reattach.flegstream turbulence and blade pressure gradient on the losses
create a successful blade design, one would like to delégr three turbine cascades. They studied a front-loaded profile to-
the laminar-turbulent transition as far downstream of the leaditgther with two aft-loaded ones. The three designs had the same
edge as possible without incurring a complete boundary layeverall aerodynamic loading. Tests performed at low Mach num-
separation. bers showed that lower losses can be obtained with an aft-loaded
Designing highly loaded blades within the diffusion limits refressure distribution, provided that the rearward diffusion is care-
quires a knowledge of the effect of pressure gradient on bounddmjly controlled. More recently, Howell et a[11], presented re-
layer separation and transition under turbomachinery conditiorsllts for high-lift and aft-loaded LP turbine profiles with unsteady
The importance of the pressure gradient on the boundary layeeoming wakes. They showed that aft-loaded LP blades tend to
transition has been recognized for a long time. A good review bfive lower losses due to a reduction in the extent of turbulent
the field can be found in Maylgl]. Abu-Ghannam and Shaj@] boundary layer on the suction surface. It was concluded that the
presented a comprehensive set of measurements for natural teftoaded profile offered this advantage mainly in unsteady flow.
sition on a flat plate for different pressure gradients and turbulenceThe present study examines experimentally the effect of load-
levels. Sharma et al3] investigated the influence of a simulatedng distribution for HP turbine airfoils. Three profiles having dif-
turbine blade pressure distribution on a transitional boundafgrent loading distributions were considered. The baseline airfoil
layer. Gostelow[4], Gostelow and Blundefh5], and Gostelow is the midspan section of the HP rotor of a small gas turbine
et al.[6] have also developed a significant body of knowledge cengine of recent design. Results for this cascade have been pre-
boundary layer transition in adverse pressure gradient flows. sented previously by Jouini et &ll2,13. The three airfoils were
Some attempts have been made to apply the understandingle§igned for the same inlet and outlet velocity triangles and have
transition to the design of turbine blades. For example, Hourmotihe same Zweifel loading coefficients. The performance of the
cascades was assessed based on loss, exit flow angle, and base
'Presently at Defense R&D Canada, Quebec City, PQ, Canada. pressure measurements. Loading measurements were also used to

Contributed by the International Gas Turbine Institute and presented at the Intsgsist in the interpretation of the results. Measurements were made
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Ju(fle id f Id b d . h
16-19, 2003. Manuscript received by the IGTI December 2002; final revision Mar: [r a wide range o Reynolds numbers and transonic Mac

2003. Paper No. 2003-GT-38079. Review Chair: H. R. Simmons. numbers.
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Fig. 2 Plan view of the cascade test section  (Jouini et al. [12])

foil and cascades geometries are summarizefign 3. Figure 4
shows the three profiles superimposed and the corresponding
loading distributions. The cascades were manufactured with a
common axial chord of 37.3 mm.

The baseline bladéHS1A) is the midspan section of a high
pressure turbine from a Pratt & Whitney Cana@aVC) engine
and is considered to be a mid-loaded profile. Starting from the
baseline profile, two other blades were designed by the authors
using PWC design tools. The objective was to obtain front-loaded
and aft-loaded profiles with the same Zweifel coefficients as the
baseline. In addition, the metal areas were kept constant so that
the new profiles would be structurally compatible with the exist-
From Compressor ing engine airfoils.

The aft-loaded airfoil(HS1O was obtained from HS1A by
modifying several geometric parameters. The stagger angle was
reduced from 25.1 deg to 22.5 deg and the uncovered turning
angle was increased by 3.0 deg to 14.5 deg. The leading edge
ellipse ratio and wedge angle were also modified to reduce the
velocity overspeeds on both the pressure and suction surfaces in
the vicinity of the leading edge. Finally, the suction-side curvature
was modified to adjust the pressure distribution. The front-loaded

High-Speed Wind Tunnel. The measurements were obtaineairfoil (HS1D) was obtained mainly by increasing the stagger
in the high-speed wind tunnel at Carleton University. A schematangle to 30.5 deg. Some minor modifications were also made to
of the wind tunnel is shown ifrig. 1. The wind tunnel is of the the suction-side curvature.
blow-down type. Prior to each run, the storage tanks are filled The three cascades consist of seven full blades and eight blade
with air at a pressure of about 8 atmospheres. When the tanks passages. Two of the blades at the center of the cascades were
full, the control valve is opened and the air is discharged throughstrumented with static taps for loading measurements. One of
the test section at constant blowing pressure. For typical transotiie instrumented airfoils included a static tap at the center of the
cascade testing, blowing pressures of the order of 2 to 3 bars am@dling edge to allow the base pressure to be measured. The base-
required. Run times of 30 to 60 seconds are achieved, dependimgssure tap had a diameter of 20% of the trailing-edge thickness.
on the blowing pressure and cascade outlet Mach number. Th&Experiments were performed for exit Mach numbers of 0.5 to
turbulence intensity in the test section is about 4%. The outlet df3. For these runs, the corresponding Reynolds numbers varied
the cascade test section is fitted with an ejector-diffuser systefam about 500,000 to 1,000,000. For this range of Reynolds
This system allows the static pressure downstream of the cascadenbers the losses are essentially independent of Reynolds num-
to be controlled and thus permits the cascade outlet Mach number. Additional measurements were made for Mach numbers of
to be varied independently of the Reynolds number. The diffus@r6, 0.85, 0.95, and 1.05 to extend the Reynolds number to both
outlet exhausts to the laboratory at atmospheric conditions. gher and lower values. The Reynolds number was lowered by
more detailed description of the wind tunnel is given by Jeffrieducing the static pressure at the cascade exit using the ejector-
[14]. diffuser assembly. The ejectors are driven using air from the main
. . tanks and this has the effect of reducing the run times. The cas-
Cascade Test Section and Test CascadeThe linear cascade .,q4e outiet static pressure was raised by partially blocking the

test section u_sed to make the measurements is_shO\EigirQ. iffuser discharge. The AVDR was essentially equal to 1.0 for the
The cascade is mounted on a turntable. By rotating the turnta Snditions investigated

incidences between—10 deg and5 deg can be obtained. Mea-
surements are presented here for design incidence only. The pranstrumentation and Experimental Procedure. The down-

cedure used to obtain good inlet flow uniformity and outlet flovgtream flow field measurements were obtained with a three-hole
periodicity is described in Corriveau and Sjolanfi&b]. The air- pressure probe used in the non-nulling mode. The probe tip has a

Cascade
Test Section

Fig. 1 Pratt & Whitney Canada high-speed wind tunnel

Experimental Apparatus and Procedures
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0005 0.2 0.4 0.6 0.8 1
Cascade Parameters HS1A HS1C HS1D
Chord Length, C 41.2mm 40.4mm 43.3mm
Blade Span, H 61.0mm 61.0mm 61.0mm
Blade Pitch, s 29.14mm  28.14mm  29.14mm
Leading Edge Ellipse Ratio, a/b 1.0 2.1 1.0
Leading Edge Ellipse Minor Axis, b 1.02mm 1.02mm 1.02mm
Trailing Edge Thickness, t 1.26mm 1.26mm 1.26mm
Aspect Ratio, H/C 1.481 1.512 1.402
Inlet Metal Angle, B, 50.5° 50.5 50.5
Outlet Metal Angle, B, 59.0° 59.0° 59.0° Fig. 4 Cascade blade profiles and the corresponding loading
Leading Edge Wedge Angle, We,, 38.0° 15.0° 38.0° distribution
Trailing Edge Wedge angle, We,, 6.0° 6.0° 6.0°
QG
Design Incidence, iges -4.5° -4.5° -4.5
25.1° 22.5° 30.5° . .
?ﬁgg? B@Zﬁ:ﬁ;’o 15.9mm 15.9mm 15.9mm The measurement uncertainty for outlet angle flow angles is

Unguided Turning, 6, 11.5° 14.5° 11.58° estimated to bet-/—1.0 deg. The uncertainty for the static pres-
sure measurements+s/ — 2% of the local dynamic pressure. The
uncertainty in the cascade inlet Mach numbers-is-0.015. The
Fig. 3 Summary of blade geometry and nomenclature cascade exit Mach number uncertainty is abeut—0.005 for
Mach numbers greater than 0.8. For lower Mach numbers the
uncertainties in the Mach number increases due to drift in the
width of 1.37 mm, which corresponds to 4.7% of the blade pitcfplowing pressure. The uncertainty for the mixed-out total-pressure
and a thickness of 0.46 mm. The probe was calibrated in 1-diggs coefficients is estimated as/—0.006 for Mach numbers
steps over a range of /— 10 deg of flow misalignment in yaw. between 0.85 and 1.1. For higher transonic Mach numbers the
Static-pressure probe measurements were also made downstreggertainties are higher due to the formation of complex shock
of the cascade. The cylindrical probe has a tip cone angle gfuctures. The uncertainty values were estimated using the
15 deg and a diameter of 1.02 mm. For the analysis of the resufigethod of Moffat[17] for single-sample uncertainty analysis.
the static-pressure measurements obtained with the static-pressure
probe were combined with the flow angle and total pressure m&asylts and Discussion
surements from the three-hole probe. Fully mixed-out loss coeffi-
cients and other relevant quantities were calculated from the datéProfile Losses. Figure 6shows the variation of the profile
using the procedures of Amecke and Safafik|. total-pressure-loss coefficient with outlet Mach number for the
The pressure measurements were obtained using a 48-ghree cascades. All the results were obtained at Reynolds humbers
Scanivalve system. A miniature fast-response Kulite transducef,500,000 or higher, for which results were found to be indepen-
model number XCQ-062-25A, was mounted in the Scanivalvedent of Reynolds number.
The full-scale range of the transducer is 0 to 25 psi absolute.For subsonic outlet Mach numbers §M1.0), losses are essen-
The output from the transducer was recorded using a Hewletially the same for the three blades. Losses start to increase for
Packard high-speed data-acquisition system controlled by oatlet Mach numbers above about 0.85. In the range of Mach
microcomputer. numbers from 1.0 to approximately 1.15, which includes the de-
The locations of the upstream and downstream pressure msigmn value of 1.05, the losses level off for both the mid-loaded and
surement planes are shown fing. 5. For the downstream static aft-loaded airfoils, HS1A and HS1C. However, the losses are no-
and three-hole probe traverses, four runs are typically requiredticeably lower, by roughly 20%, for the aft-loaded airfdS10
cover one blade pitch. For each run, ten measurements are meol@pared with the baseline. The reasons for this will be discussed
for a total of 40 measurements for one blade pitch. For casesconnection with the loading distributions and base pressures.
where the ejector-diffuser system was used, a total of eight ruAbove a M, of about 1.15, the losses for HS1C begin to rise
were required to traverse one blade pitch. rapidly and its performance becomes significantly poorer than that
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Fig. 5 Cascade blade row measurement locations

of the baseline airfoil. The loss performance of the forward-loadd®eynolds numbers, in addition to its superior performance at high
airfoil, HS1D, is inferior to, or at best equal to, that of at least onReynolds numbers near the design Mach number.
of the two other airfoils at all operating conditions.

The effect of Reynolds number on the losses is showfign7 ~ ©utlet Flow Angle. Outlet flow angle measurements were
for the three airfoils. Measurements were made at Mach numb&iained from the three-hole protigigure 8 shows the variation
of 0.60, 0.85, 0.95, and 1.05. As mentioned previously, the Re?‘i exit flow angle with Mach number for high Reynolds number
nolds number was lowered at the cascade exit by using tﬁ@lues. The exit metal_angle is indicated _for refere_n(_:e. The trend
ejector-diffuser assembly and raised by partially blocking the dif0 outlet flow angle with Mach number is very similar for the
fuser outlet. three cascades. That is, the outlet flow angle reaches a maximum

As seen fromFig. 7, the losses increase significantly at lowat an exit Mach number close to 1.0. As expected, as the outlet
Reynolds numbers for an exit Mach number of 0.60. For Madipw becomes supersonic the flow direction must rotate towards
numbers of 0.85 and 0.95 the losses are seen to increase S|igmg,axial direction in order to increase the flow area and the flow
for the lowest Reynolds numbers achieved. For an outlet Maé#ning is reduced. The forward-loaded airfoil, HS1D, is seen to
number of 1.05, the Reynolds number could not be lowerdtive the lowest flow turning, particularly at supersonic outlet
enough to detect its effect on the losses. Interestingly, the aifach numbers. This suggests the presence of a thicker suction-
loaded airfoil (HS1Q showed the lowest sensitivity to reducedside boundary layer for this airfoil and perhaps even mild flow
separation near the trailing edge, which would be consistent with
the higher profile losses measured for HS1D.

Figure 9 shows the variation of the outlet flow angle with the
Reynolds number for the three cascades. As for the losses shown
—e—— HS1A (Mid-Loaded) - in Fig. 7, the Reynolds number effects are strongest at the lowest
—-—a—-~ HS1C (Aft-Loaded) / .

— _s—_ HS1D (Front-Loaded) i Mach number, namely 0.60. Both the lower flow turning and
0.15 4 higher losses are presumably associated with the presence of a

/ boundary layer separation on suction surface at lower Reynolds
numbers.

0.20

T T

Blade Loading. Blade loading measurements were made for
several test cases. The results are presented as surface isentropic
Mach numbers, as calculated from the blade-surface static pres-
sures and the inlet total pressure. Repetitions of the loading mea-
surements have shown that the uncertainty in the isentropic Mach
numbers is about-/—0.01.

The loading measurements are showrrig. 10. At low Mach

numbers, all three airfoils exhibit a region of near-constant pres-
0,00t i is mi
0.00 0.25 050 0.75 1.00 1.95 150 Sure on the rear part of the suction surface. This might normally
Exit Mach Number, M, be seen as evidence of boundary layer separation at this location.
However, the losses shown Fig. 6 and the outlet flow angle
Fig. 6 Effect of Mach number on losses  (High Re) results shown inFig. 8 do not support this conclusion. As ob-
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served, the losses at low Mach number are relatively low and the
exit flow angles do not decrease significantly at lower exit Mach
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Fig. 8 Effect of Mach number on exit flow angle (High Re)

impinges on the rear of the suction surface of all three airfoils.
However, there are notable variations in the apparent strength of
this shock, and the corresponding drop in Mach number, for the
three cases. For HS1A at M 1.07 the pressure rise begins at
about 0.7€, and the decrease in Mach number is about 0.20.
However, for HS1C the decrease in Mach number is only about
0.12 at a similar exit Mach number of 1.05. This indicates that
near the design k=1.05 the impinging shock is weaker for the
aft-loaded airfoil. This in turn will favorably affect the losses in
two ways: through the lower direct total pressure losses through
the shock wave and through its milder effect on the suction sur-
face boundary layer. This is consistent with the 20% lower losses
observed for HS1C compared with HS1A near design. However,
these beneficial effects for HS1C seem to be confined to Mach
numbers close to the design value. Aj bf about 1.18, the rise in
Mach number at the shock impingement is noticeably higher for
HS1C than for HS1A. This probably explains the poorer loss per-
formance of HS1C at higher Mach numbers.

Figure 10(c) shows that the strength of the impinging shock

wave for the forward-loaded airfoil, HS1D, is similar to that for
HS1C at most conditions. However, HS1D airfoil experiences the
onset of mild deceleration on the suction surface at abo&,0.3
whereas it is delayed until about @gfor the other two airfoils.
As a result the suction-side boundary layers will tend to be thicker
for HS1D at all conditions and at the supersonic outlet conditions
the layer will be more sensitive to the rise in pressure due the
impinging shock wave. This is consistent with HS1D having loss
performance inferior to that of at least one of the two other airfoils
at all operating conditions.

Base Pressure. The base pressure is a measure of the static
pressure at the center of the blade’s trailing edge. The base pres-
sure is known to have a strong influence on the profile losses. For
example, Denton[18] has shown using a simplified control-
volume analysis that the profile losses for incompressible flow can
be related to the boundary layer parameters and base pressure
coefficient as follows:

Cpt 26
[=——+—+
[0} [0}

@

5*+t)2
0

numbers. In fact, the unusual loading distributions are simplyhereC,, is the base pressure coeffici¢gaée NomenclatujeThe

those resulting at low exit Mach numbers for airfoils designed foelative effect ofC,, is increased in compressible flow. The base

use at much higher Mach numbers.
For exit Mach numbers greater than about 1.0, the suction-sisierface boundary layers at the trailing edge and the presence of

pressure is known to be sensitive to both the thickness of the blade

loading distributions remain constant from the leading edge up ti@iling edge separation. Thus, base pressure measurements can be
an axial distance of abow/C,=0.75 as the outlet exit Mach very helpful in understanding the sources of losses in cascade
number increasedig. 10). This is due to the choking of the flow flows. As noted, all three cascades included one airfoil instru-

in the blade passage. At the highest outlet Mach numbers an ofented with a static tap at the trailing edge for measuring the base
lique shock originating at the trailing edge of the adjacent airfogiressure.
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Fig. 9 Reynolds number effect on exit flow angle for several

Mach numbers. Subcaption: () HS1A (b) HS1C (c) HSID. Fig. 10 Effects of Mach number on blade loading for the three

blade profiles. Subcaption:  (a) HS1A (b) HS1C (c¢) HS1D.

The variations of the base pressure coefficient with Mach num-
ber for the three cascades are showrFig. 11 The trends are
significantly different for the three profiles.

Blade HS1A exhibits a sharp drop in the base pressure jusiilar blades. The presence of a low base pressure at the trailing
before M=1.0 which corresponds to a significant rise in losses. &dge contributes to the creation of strong trailing edge shocks.
minimum C,, is then reached at an exit Mach number close tohis can be seen by comparing the loading distributions of blades
1.02. This trend in the variation of the base pressure is charactedS1A and HS1D at M 1.07 and blade HS1C at #1.05 inFig.
istic of blades having mild or no rear suction surface curvatur&0. For these conditions the shock impinging on the rear suction
However, comparison of the base pressure measurements darface of blade HS1A is stronger, as evidenced by the greater
blade HS1A with the Sieverding et 4lL9] correlation shows that amount of diffusion. The presence of a low base pressure also
HS1A experiences slightly lower base pressures close to the dereases the losses. Both the shocks and the increased trailing
sign Mach number than what was observed for geometricakgdge loss contribute to increase the overall losses. This might
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0.4 Table 1 Variation of base pressure coefficient with mach
0.3 i ——e—— HS1A (Mid-Loaded) number
<F —-—=—-— HS1C (Aft-Loaded)
ook — —a— - HS1D (Front-Loaded) Cascade M Muyiax Mwin DFAC Yol Yt
“F HS1A 1.06 1.156 0.995 0.1393 1.0000
0.1F B HS1C 1.10 1.249 1.139 0.0881 0.8706
o \:‘_\17#.\ HS1D 1.08 1.256 1.132 0.0987 1.0021
& 08 g PR =il R Cascade (VR M yax Muin DFAC Y IY e
r \
01F ' HS1A 117 1221 1038 01499  1.0385
o o HS1C 1.20 1.447 1.252 0.1707 1.4684
0.2F HS1D 1.18 1.524 1.328 0.2257 1.1711
-0.3 F . Cascade M Mmax Muin DFAC Yi!Y et
04k HS1A 1.28 1.409 1.256 0.1086 1.3059
I HS1C 1.29 1.651 1.457 0.2187 1.9422
05k i P P P - . HS1D 1.25 1.604 1.433 0.2207 1.5754
0.00 0.25 0.50 0.75 1.00 1.25 1.50

Exit Mach Number, M,

Fig. 11 Variation of base pressure coefficient with Mach . .
nugmber P Diffusion Levels and Losses
The previous discussion has suggested that the level of losses at
the higher Mach numbers correlates qualitatively with the amount
of diffusion experienced on the aft end of the suction surface. A
simple measure of the diffusion that has sometimes been used in

explain why the mid-loaded cascadeiS1A) exhibits higher design is a diffusion factor defined as
losses close to design Mach number compared to the aft-loaded Myax — MMIN
cascadéHS10. DFAC= ————— 2)
Unlike for the other two airfoils, the base pressure coefficient Muax
for the aft-loaded bladéHS1C) was positive or near zero over My, is the maximum Mach number on the suction surface just
most of the Mach number range investigated. Such variation ig&fore the impingement of the trailing-edge shock from the adja-
the base pressure coefficient with Mach number is typical @knt blade. N, is either the minimum Mach number reached
blades having significant rear suction side curvature. Sieverdiltgmediately following the shock impingement, or if no significant
et al.[19] suggested that higher values of unguided or uncover@ldw re-acceleration is present after the shock impingemeptyM
turning result in higher base pressures. The uncovered turniggtaken to be the cascade outlet Mach numbes, Niable 1
angle for HS1C is 3.0 deg higher than that of blades HS1A arthows the values of DFAC obtained for the three cascades at three
HS1D. A priori, higher base pressure coefficients may appear different operating points. The corresponding values of the mid-
be favorable for losses, as indicated by E.and observed from span losses have been normalized by the value obtained for the
Fig. 6 where the losses for HS1C are lower than those of HS1A baseline cascad#1S1A) at the design exit Mach number of 1.05.
the design Mach number. However, blades with strong rear suc+or outlet Mach numbers close to 1.(fst series in Table )1
tion side curvature sometimes experience a recompression aroboth DFAC and the losses are lowest for the aft-loaded cascade,
the trailing edge when the base pressure is higher than the suction
side pressure before the separation point. Such diffusion close to
the trailing can be seen from the Mach number distribution of
HS1C. FronFig. 10(b), it can be seen that for exit Mach numbers
of 1.14 and 1.18, HS1C, unlike HS1A, is experiencing increas- HS1A Cascade,—iq.= 0.0 deg
ingly strong diffusion just before the trailing edge. The presene

Table 2 Cascade performance data (high Re)

of the suction surface adverse pressure gradient thickens the?s Re Co i 2
boundary layer which probably contributes to the higher bas#.59 514000 0.080 0.057 56.3
pressure. This would help to explain why the base pressure coef:’6 g;gggg :8-8% 8-821 Z?'g
ficient at high Mach number for HS1C does not diminish signifi- g9 876000 0.008 0.074 576
cantly. Furthermore, the presence of a thick or separated boundaryoe 955000 -0.312 0.094 57.0
layer on the suction surface contributes directly to the increase m 17 1019000 —0.292 0.097 57.0
the losses at higher Mach numbers seefim 6. 1.28 1069000 —-0.127 0.122 55.0
For HS1D the base pressure coefficient was negative for all HS1C Cascadéd,—i 4= 0.0 deg
values of exit Mach number. The base pressure coefficient re
mains constant from a Mach number of 0.5 to about 1.0. At thi 75 222888 8'8‘112 8822 ggg
point, theC,, diminishes rapidly. The variation of the base pres-g gg 780000 0.026 0.056 57.0
sure coefﬂuent with Mach number for HS1D is similar to what is 1.01 871000 0.031 0.078 57.2
usually observed for blades with similar unguided turning angle1 10 953000 —0.011 0.081 56.7
and trailing edge wedge angle. 995000 :0'002 0.137 55.8
1038000 0.049 0.182 54.1
Although the base pressure in turbines has been investigated bv -
a number of researchefs.g.,[19,20), the factors determining the HS1D Cascadd,—igs=0.0 deg
base pressure are still not fully understoqd. Itis generally th(.)ugn@.52 502000 ~0.045 0.063 55.6
that higher values of boundary layer thickness result in highep.71 685000 —0.038 0.060 56.0
values of base pressure. The results for the aft-loaded airfow.gg 3%2888 78.8% 8.8%)1 ggg
t(H?l}_lc;l sgppogt thl.:,i conlclusmn ?lr;](_:ehltl\l/ls eﬁpecteg to havc? _iti (tjhlc 08 996000 20146 0.094 559
railing-edge boundary layers at high Mach numbers and it demy ;g 1066000 —0.128 0.110 56.0
onstrated higher than expected values of base pressure coefficients 1124000 -0.182 0.147 54.7
for the highest Mach numbers investigated.
294 | Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Cascade performance data for the Reynolds number at Mach number above design. The performance of the front-
study loaded airfoil was inferior to that of at least one of the two other
—— airfoils at all operating conditions.
HS1A Cascadé, ~iqes0.0 deg An attempt was made to relate the losses to the observed dif-

M, Re Y, ay fusion on the suction side of the airfoils. However, too few cases
0.60 311000 0.108 545 are available to establish a quantitative correlation. The study is
0.60 443000 0.074 56.0 currently being extended to off-design incidence, and it is hoped
0.60 878000 0.054 56.0 that the additional data will help to clarify the relationship be-
0.85 578000 0.077 56.8 tween the losses and the diffusion pressure rise, its spatial extent,
0.85 698000 0.063 56.9 d the thick f the i ; b d [ det ined
0.85 1029000 0.056 571 and the thickness of the incoming boundary layer, as determine
0.95 668000 0.075 57.3 by the airfoil loading distribution.
0.95 978000 0.063 57.4
1.05 1129000 0.101 56.8
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0.60 321000 0.114 54.6 their advice and assistance in designing blades HS1C and HS1D.
0.60 374000 0.086 55.2 Financial support from Pratt & Whitney Canada, Inc., is also
0.60 772000 0.053 55.6
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0.85 943000 0.054 56.8
0.95 673000 0.058 57.2 Nomenclature
. 1 . 7. . . . .
2,82 18&31888 8_8% 272 AVDR = axial velocity density ratio,

_ 1 1
HS1D Cascad,— i 0.0 deg (= fO(PZC(ax)Z)MSd(y/S)/fo(plC(ax)l)MSd(y/S))

a = leading edge ellipse major axis
0.60 314000 0.1%1 54.£11 b = leading edge ellipse minor axis
0:60 546000 0.089 257 C = blade chord length
0.85 577000 0.069 56.2 Cp = base pressure coefficient= (P, — P,)/d3)
0.85 1028000 0.059 56.5 C, = axial chord length
0.95 663000 0.071 56.7 DFAC = diffusion factor
R TR B R
H = blade span
i = incidence
M = Mach number
O = throat opening
HS1C. The losses are nearly equal for HS1A and HS1D. How- Pb = base pressure
ever, HS1D has a much lower diffusion factor. The apparent Po = tota_l pressure
greater sensitivity to the shock-induced diffusion for HS1D is Ps = Static pressure )
thought to be due to the long length of mild diffusion on the 9 = dynamic pressure, (1%
forward part of the airfoil and the resulting thickening of the ~R€ = Reynolds number,dV,C/ )
boundary layer. This should make the boundary layer more prone S = blade pitch or spacing
to separation when it encounters an adverse pressure gradient. ! = trailing edge thickness

This effect is not captured by the simple diffusion factor. For vV = flow velocity

Mach numbers near 1.17 and 1.28, HS1A has the lowest DFAC W& = We_dge_angle

together with the lowest losses. Both DFAC and losses are much X = axial distance N
higher for HS1C and HS1D. However, there is again no simple, Yt = Midspan total pressure loss coefficient,

direct correlation between the losses and DFAC for the three air- (= (Po1—~Po2)/02) o
foils. The need to account for the effects of boundary layer thick- @ = flow angle measured from the axial direction
ness, which is related to the airfoil loading distribution, has al- = metal angle measured from the axial direction

ready been mentioned. In addition, there may be an influence of d* = boundary layer displacement thickness

the axial extent over which the diffusion occurs. However, there M = air dynamic viscosity

are clearly too few data available here to investigate more suitable I = air density )

diffusion parameters. The present study is being extended to off- ¢ = boundary layer momentum thickness

design incidence and these measurements may provide the largerfuy = uncovered turning angle o

database that will allow such investigations. z = stagger angle measured from the axial direction
The mixed-out loss data as well as several other parameterssefbscripts

interest are listed irfables 2, 3to facilitate the use of these

experimental data by other researchers. 1 = cascade inlet

2 = cascade outlet

ax = axial
. des = design
Conclusions le = leading edge

The paper describes an experimental study on the influence YAX = maximum
loading distribution on the performance of HP turbine blades.MIN = minimum
Measurements have been presented for the midspan aerodynami/S = midspan
performance of three blades at design incidence. The airfoils S = ISentropic
tested consist of a mid-loaded bladeaseling, a front-loaded te = trailing edge
blade and an aft-loaded blade.
The aft-loaded airfoil blade yielded significantly lower losseRkeferences
than the baseline airfoil near the design Mach number. Howeverj yayie, R. E., 1991, “The Role of Laminar-Turbulent Transition in Gas Tur-
the performance of the aft-loaded airfoil deteriorated more rapidly  bine Engines,” ASME J. Turbomachi13 pp. 509-537.
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Investigation of Stator-Rotor
| Interaction in a Transonic Turbine
v | Stage Using Laser Doppler
J. Woisetschlager VG'OCimetrv and Pneumatic

e-mail: jakob.woisetschlaeger@tugraz.at

ws.. | Probes

F. Heitmeir The current paper presents steady and unsteady flow data of a transonic test turbine stage
operating under flow conditions similar to modern highly loaded gas turbines. Measure-
Institute for Thermal Turbomachinery and ments were performed between stator and rotor as well as downstream of the rotor in
Machine Dynamics, planes perpendicular to the rotor axis. Time-resolved axial and tangential velocities were
Graz University of Technology, measured by a two-component laser doppler velocimeter (LDV) to investigate unsteady
Inffeldgasse 25, phenomena, while time-averaged flow properties were measured by means of a pneumatic
8010 Graz, Austria seven-hole probe for all three spatial directions. The time-resolved investigation done by

LDV allows to present velocity fields, flow angles and turbulence data at different stator-
rotor positions during one blade passing period. Averaging these results enabled com-
parison with the pneumatic multihole probe measurement. LDV data and stage geometry
can be obtained per email request and used for computational fluid dynamics (CFD) code
verification. [DOI: 10.1115/1.1649745

Introduction tests of novel turbine stages on the one hand and to collect flow
field data of more for basic research on the other hand. The facil-

A sound understanding of the flow field through modern, h'gqt;{._allows testing of stages up to a diameter of approximately 800

pressure turbine stages is essential in order to increase the ¢l The transonic turbine stage used in this work was designed

CIE,EAnoCI\)//elir(;céc}chTnpIrtc:;/a?[i;[:r]lillpftlaurifél)rcrzll1 igcrﬁig@fégbtlggﬁhi ues can for conventional pneumatic probe measurements and is also opti-
p y d cally accessible through large windows already used for laser

help, but development of transonic turbine stages still requir : . : .
intensive experimental testing to validate these CFD resul%ﬁ?@?l% éﬁelommetry(LDV) and particle image  velocimetry

mainly because of instationary and complex three-dimensional
flow effects in these machines of novel design. Moreover, ug;
steady three-dimensional CFD analysis of compressible turbuqu&

flow is time consuming and needs modern computer technologgw lag-free. These particles pass the measurement volume

of high cost. . . . . formed by the laser beams and provide the information on veloc-
A steady-state simulation requires less computational power needed(LDV “burst” ).

The LDV is a nonintrusive optical method used to record in-
ntaneous velocities at a single position in space. Therefore, the
field has to be seeded by tiny tracer particles following the

visible in the results of a steady-state calculation. The LDV Megtatic needle probe.

surement applied here delivers time-resolved and the pneumatic

probe measurement time-averaged results, both containing the in-

formation on the circumferential variations of the flow. The LDV . . )
results can serve as data basis for unsteady three-dimensid@éPerimental Facility and Instrumentation
CFD.

. . N . _Experimental Facility. The transonic test turbine of the In-
Several expe_rlmental investigations pf low sp_eed test turbmgt?tute for Thermal Turbomachinery and Machine Dynamics is a
have be_en published, e.¢1-3] but '?SS literature is a_lvallable for_ continuously operating cold-flow open-circuit facility which al-
transonic stages, where the flow field of the rotor is strongly "ows the testing of turbine stages with a diameter up to 800 mm in
fluenced by the trailing edge shacks of the stator vane, [, full flow similarity (corrected speed and pressure natioe to its

The d_irect irjteraction _between_ rotating an_d non-rotating bla(?ﬁodular design. Pressurized air is delivered by a separate 3 MW
rows is dominant but in a multi stage turbine wakes are tran

- ompressor station. The shaft power of the test stage drives a
ported through the rotor blades. These wakes cause the cireum ﬁFée-stage radial brake compressor. This brake compressor deliv-

ential variations mentioned above and interact with a foIIowmgrS additional air mixed to the flow from the compressor station
stator,[6]. . . . and increases the overall mass flow. The air temperature in the
The Institute for Thermal Turbomachinery and Machine DYgiying chamber(turbine stage inletcan be adjusted by coolers
namics operates a continuously running cold flow transonic t85ween 40°C to 185°C. The maximum shaft speed of the test rig
turbine (mass flow rate up to 22 kg/so carry out performance g jimited to 11550 rpm. Depending on the stage characteristic a
maximum coupling power of 2.8 MW at a total mass flow of 22

Contributed by the International Gas Turbine Institute and presented at the Intgys ; ; ; f _
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Jut% /s can be reached. Detailed information on the design and con

1619, 2003. Manuscript received by the IGTI December 2002; final revision Margfruction of the facility can be found i®], on the operation in
2003. Paper No. 2003-GT-38266. Review Chair: H. R. Simmons. [10].
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165 : Table 1 Stage geometrical data and operating conditions

156
147 Number of nozzle guide vanes 24
40 Number of rotor blades 36
: Nozzle chord(midspan [mm] 78.9
71 Nozzle axial chordmidspan [mm] 56.1
64 Geometric turning angle nozz[eleg| 70
47 Blade chord(midspan [mm] 55.9
Blade axial chordmidspan [mm] 46.8
Geometric turning angle bladeleg 107
Nozzle height at exitmm] 55.1
Rotor blade height at exjmm] 69.2
Rotor tip clearance/spdido] 1.4
Vane-blade spacing 47
[% nozzle axial chordmidspan]
Pressure rati@qin /Pout 3.50
Rotational speefirpm| 10500
Inlet total temperaturd ., [K] 396
Reynolds number nozzle guide 257.10°
*  vane exit
Reynolds number rotor blade exit 1.69 10°

dimensional LDV-syster{DANTEC Fiber Flow with BSA pro-
cessorsfed by an 6W argon-ion laser from COHERENT. Optical
access was realized through a small plan-parallel glass window of
9 mm thickness and 12023 mm surface dimension. An anti-
reflection coating was applied. As seeding material DEHS oil par-
ticles (Di-Ethyl-Hexyl-Sebacin-Esther, nominal diameter @)
were added by PALLAS AGF 5D seeding generator 30 cm up-
stream of the stator blades using a special formed seeding pipe,
[7]. These particles guarantee sulfficiently high particle response at
transonic flow conditiongIn the region of the trailing edge shock
a smearing effect of 0.5 mm due to seeding particle inertia has to
be kept in mingl. The main optical parameters of the LDV system
are presented iflable 2.

Four laser beams were emitted by the optical probe head into

=== Profile Hub | the measurement volume. Scattered light from the tracer particles
= Profile Tip passing through the probe volume was collected in back-scatter
] mode. Velocity data were recorded by point wise detection along
20 a0 a0 B0 00 120 radial lines in plane B1 and C@seeFig. 1, 0.12 mm probe vol-
[ ume diameter and 2.6 mm length in radial directiofhe LDV
system was mounted on a lightweight traverse in order to adjust
Fig. 1 Meridional flow path and profiles at trigger zero posi- the radial position of the probe head. The position in circumfer-
tion ential direction was changed by turning the nozzle guide vane

casing. After the turning to a new position there was an allowance
for the flow to settle.
The nozzle guide vanes, the rotor blades and the endwalls were
Test Turbine Stage. The meridional section of the appliedcovered with a high-temperature flat black paint to reduce surface
test stage is given ifig. 1. The convergent-divergent meridionalreflections. To allow a rotor-phase-resolved analysis of the mea-
flow path in the stator region is required to accelerate the flow sured velocities in the positions traversed, a reference signal pro-
supersonic velocity and is obtained by a strong contraction of thisled by the monitoring system of the turbine was used to trigger
shroud contour while the hub diameter is kept constant. There dine data sampling.

24 nozzle guide vanes and 36 rotor blades, so the guide VaneTDneumatic Probes. The pneumatic probe measurements were
rotor blade ratio is 2:3, a ratio which was also usedldihfor the y P p

investigation of the influence of different vane blade spacings inP€ormed by two different probe types: a seven-hole cone probe
transonic turbine. and a needle probgeeFig. 2).

The optical access for LDV measurements is realized with spel-tlnznsdevzr\:\;r}%sv g;otl)s '\[ﬁzsngzgﬁa toro%(:‘et?gmr:]eea;g:gl tr?éejr?g{s‘i’
cial glass windows. The hub contour is cylindrical while th bed stai/ic ressuregTF\e calibrationpwas erformed in a free jet
shroud contour is conical in the rotor section. The measuremeft P : P |

planes between stator and rotor as well as downstream of the rognrv Iaen:rlljj tl\rfg(tzgtar}urpé)sirjr:r\:\(/jerlz (c:ijgfecr%biﬁggﬂ:j :”21 -lt—t?g ggjl;/l\:l)ration
are also indicated ifrig. 1. Some important operating conditions 9 P 9

for this investigation and the geometrical data of the stage are
given in Table 1.

In Fig. 1 the vertical dotted line indicates the axial position of
46 mm from where on a gap of 0.8 mm between the nozzle guid§ocity Component u v
vane tips and the outer shroud contour exists. This gap is neces-

Table 2 Optical beam system

; i ; ; al lengthi/mm|] 400 400
sary to rotate the stator ring a_n_d the guide vane casing during t&%@ elengthnm] 514.5 488
run to change the relative position between vane and measuren}g‘fﬁ11 spacingmm] 38 38
system. The gap between rotor blade tip and shroud is 1 mm. Beam diametefmm] 2.2 2.2
. . Focal spot diametdum] 119.1 112.9
Laser Doppler Velocimeter (LDV) System. The optical ve- Number of fringes 21 21
locity measurement of the flow was performed by a twa
298 / Vol. 126, APRIL 2004 Transactions of the ASME
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Vaelocly Sample
—— Standard Deviation (Level of Turbulence) ||
— Ensemble-Averaged el
==== Time-Averaged Vel

100F

Static bores
L | | | | |
50 mm

Fig. 2 Seven-hole probe and static needle probe

Velocity Component v [mis]

function. The pneumatic measurement grid consisted of 50 points . . . |
in radialx 30 points in circumferential direction in all planes in- o 0.2 0.4 a6 ne 1
dicated inFig. 1 and covered one nozzle guide vane pitch.

Blade Passing Period

Measurement Procedure and Data Processing. Figure 3
shows the LDV measurement locations in plane B1 and C1. The
z-axis is equal to the machine axis;axis is in tangential angt
axis in radial direction. Zero position f@raxis is the stator lead-

ing ?.dge’ fory axis the rotor axis center, faraxis the trigger zero ent stator-rotor positions per rotor blade pitehl0 deg, due to 36
position. ades '

. | .
LDV measurements were performed between approxmatetfy . : L
25% and 88% relative span in B1 and 25% to 80% relative spanj Eg#;esi;hp?;vss |fr? r;é?ﬂ?#ﬁ;gﬁ a\feé?rce'gi gﬁ cicr)]ma? ops (;tilann dongf
C1 since laser reflections from the hub and the window prevented " «vo 1otor at midspafplane C1. The velocity was en-

valid burst detection closer to the endwalls. The grid behind t.%%mble averaged at each evaluation window by means of the lin-
rotor is more wide meshed since time for measurement was Ilrg

ited due to the contamination of the window by seeding oil in thisa.:.rrlzglfvs;'%? {Sretfﬂfza?l?g?grgg]cgi?g\]/éluation window was deter-

position. . . . ined by the variance. A higher variance means a higher level of
The LDV system acquired a velocity sample each time a Seqfitbulence. The instantaneous velocity vecty; was decom-

ing particle crossed the LDV probe volume. A reference signal bsed as f-0||OWS' !

the monitoring system of the turbine was used to sort the recor edS '

velocity samples by the actual rotor position. Since a two-

dimensional LDV was applied only the velocities in two different

directions(i.e., axial and circumferential direction for plane )C1

were detected. In plane B1 the LDV head was turned by 24 deg to

keep the velocity components below the maximum detectable Ve'Where\7k is the ensemble-averaged velocit?( is the time-
locity of the applied optical beam system.

In each measurement position approximately 80,000 veloci eraged velocity is t_he periodic velocity component ant
bursts were collected. They were sorted with the help of the trilg: (e unresolved velocity compone(see alscig. 4).

ger signal provided by the shaft monitoring system to the properW'ﬂ.1 40 evaluatl_on yvmdows the number of velocity samples
rotor position. Thus all data recorded were reduced to one 10-d& window was still high enough to allow mean value and level

section. i.e.. one blade passing beriod. Thus the data prese rpulence to be calculated with the following ung:ertainty. For
represént th’e average va?lue ovgerp36 blades. P a confidence level of 95% an uncertainty of 3.5 m/s in and 0.9 m/s

Velocity samples are indicated as black dotsFiig. 4. The outside the rotor wake for the ensemble averaged velocity as well

blade passing period was divided into 40 evaluation window@S 11 m/s in and 2.5 m/s outside the rotor wake for the unresolved
vélocity was calculated.

Fig. 4 Velocity decomposition for phase averaged data

which means that the velocity samples were assigned to 40 differ-

Vi =Vt Vi= Vi + ¥+ vy, @)

Experimental Results and Discussion

Nozzle Guide Vane Exit Flow. The time-averaged velocity
field measured by the LDV system is givenFkig. 5(a) (velocity

Plane B1

260 magnitude| V| obtained from the two velocity components re-
T 240 corded. The stator wake and the trailing edge shock can be seen
£ very clearly. A sharp velocity decrease up to 90 m/s can be de-
‘> 220 tected across these shocks located on the suction side. This shock

Plane C1  starts approximately 8 mm upstream of the trailing edge at the hub
(seeFig. 5(b)). A boundary layer separation occurs in this region
to the trailing edge. Also the joint between two nozzle guide vanes
is marked there. Ifrig. 5(a) the region of low velocity on the left
side of the wake near the outer endwall indicating the loss core
caused by the accumulation of boundary layer fluid by the passage
vortex can be seen. Most of the inner lost core is not visible due to
the distance of the measurement grid from the hub. Time-resolved
velocity magnitude fieldfVg| are depicted irfrig. 6. Eight frames
(t/7=0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0864t of 40

z[mm] 100

140 =~ g 40 ) x [mm] were used to show the influence of the passing rotor blades on the
stator exit flow. The view is from the low pressure side upstream
Fig. 3 LDV measurement locations onto plane B1 located at the nozzle guide vanes exit. The black
Journal of Turbomachinery APRIL 2004, Vol. 126 / 299
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shock N
position 10Nt

Fig. 5 (a) Time-averaged velocity field in B1 measured by LDV,
(b) oil film visualization of surface flow

Figure 7 shows time-resolved flow angle distributions of the
same 8 stator-rotor positions presentedrig. 6. This flow angle
is measured to the axial direction and represents the yaw angle
(velocities were recorded in a tangential plane

In each frame ofigs. 6 and 7, the flow field is presented for
two nozzle pitches (30 deg). Due to the ratio number of nozzle
guide vanes to the number of rotor blades of 24:263 these
plots can be periodically continued all around the nozzle ring.

Although the vane-blade spacing is 47% of nozzle axial chord
(at midspan the interaction of the passing rotor blades with the
stator exit flow is still clearly visible irFig. 6. The shock itself
remains very stable at the same position on the suction side.

In Fig. 7, observation of the blades duringr=0.125 to 0.375
shows a continuous increase of the flow angle in the region be-
tween the two nozzle wakes from about 68 deg to 73 Geg
Fig. 7) due to the interaction with the suction side of the rotor
blade. The nozzle exit flow is pressed back into the tangential
direction. Fromt/7=0.5 on the flow switches from the SS of the
rotor to its PS, this means the flow along the PS increases and the
flow angle decreases continuously to 68 deg.

Figure 8 shows the comparison of the time-averaged flow angle
measured by the LDV system and the flow angle gained by pneu-
matic measurement. IRig. 8 the 0-deg position corresponds to
the radial line of the grid at=0 in Fig. 3, the dashed lines give
the position of the nozzle wakes. The differences between the two
types of measurement are depicted in the bottom picture. The
maximum differences occur in the wake region and can be ex-
plained by the larger variation of angle in the pneumatic measure-
ment due to the sensitivity of the applied probes to local pressure
gradients(the probe head diameter is in the same order of magni-
tude as the thickness of the wake flowhe differences in the
upper region are not fully understood and are explained by probe

lines in the field plots indicate the locations of the rotor leadinglockage.

edges moving from the left to the right. From one to the next The velocity defect in the nozzle wakes causes a smaller flow

picture the rotor blades moved 1.25 deg which corresponds to Bi8gle in these regions and the wake flow is more axial. The mini-

of the rotor blade passing period. The arrow§ig. 7 indicate the mum angles appeared in a small area at the left side of the nozzle
direction of frame order. After one cycle the rotor blade hawake (SS of nozzle guide vaneA discontinuity created by the

passed one rotor pitctiurned 10 deg).

ﬁ1=D“‘W’3kE
: |

S55IPS

"™
e /‘
Tl

ra Y4

Fig. 6 Time-resolved velocity fields in B1 measured by LDV
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Fig. 7 Time-resolved flow angle (yaw angle ) distributions in B1 measured by LDV

steps 1.25 deg )

In order to indicate zones of high losses a nondimensional co-
efficient  which was used if1] representing the ratio of total
pressure loss in the stator and the averaged dynamic pressure in

the measurement plane.

S5IPS 7r.5
——__ 3g- 75.0
72.5
0.0
67.5
65.0
62.5
60.0
57.5

\Wake  qge

o
A0

78
74

62
58

mbikmomeEdmo

i
o

Fig. 8 Time-averaged flow angle in B1 measured by LDV
(above), flow angle by pneumatic probes (middle ) and differ-
ence between two types of measurement  (below )
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(contour

_ PtotA,av ~ ProtB @

Ptot B,av ~ PB,av
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pav=;-f p-dA ®

Figure 9 shows the pressure loss coefficientn measurement
planes B1 and B2. The location of these planes is indicated in the
stage meridional section ifig. 1. Again in Fig. 9 the 0 deg
position corresponds to the radial line of the grickatO in Fig. 3,
the dashed lines give the position of the nozzle wakes.

Regions of high pressure loss result from the stator wakes
which are indicated by dashed lines. The two spots of very high
loss on the suction side result from the accumulation of low en-

15°

0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00

Fig. 9 Pressure loss coefficient o in B1 (above) and B2 (be-
low) 0 deg correspond to x=0 in Fig. 3, the dashed lines give
the position of the wakes (contour steps 0.025 )
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Fig. 10 Time-resolved velocity fields in C1 measured by LDV (contour steps 6 m /s)

ergy fluid at the endwalls by the passage vortices. The region ofOn the right side of the rotor wakes a region of lower velocity
low total pressure at the upper endwall are larger than at the haid larger flow angle can be seen moving together with the rotor
since the boundary layer may be thicker there. A comparison biades. A little more radially inward a region of higher velocity is
the pictures of plane B1 and B2 shows that the wake appealstected. These areas of lower and higher velocity moving to-
circumferentially shifted and that due to mixing the total pressurgether with the wakes indicate secondary flow phenomena caused
distribution is smoother in plane B2. Maximums of pressure lo$s/ the rotor blades.

are higher in plane B1 than in plane B2. The total pressure losswhen examining the encircled area “At{r=0, Fig. 10) on
over the nozzle vane trailing edge shock is small so that the shable suction side of the rotor blade, it can be seen that the velocity
cannot be detected. Regions of very high losses at the upper eindreases in time from 205 to 230 m/stat=0.875(area “B”).

wall seem to be caused by a 0.8 mm clearance between the st@taring further rotation ta/7=1.5 (equalt/7=0.5) the velocity
vane in the trailing edge region and the casing. decreases back to the original val(irdicated with “C”). This
movement in circumferential direction corresponds to a rotation of
\}?_deg(one nozzle pitch This phenomenon is effected by the
stator. Similar structures can be observed in the flow angle distri-

Rotor Exit Flow. The rotor exit flow is heavily influenced by
the wakes of the rotor blades passing by. In a time-averaged
locity plot variations of the velocity magnitude/| were found i fFiq. 11
downstream of the rotor. These variations were evoked by tﬁg 'ons o1r1g. : .

Averaging over the whole blade passing periol¢ad to a ve-

non-unlfor_m noz_zle_ guide vane exit flow f'eIQ' At midspan, a C'rfocity field in Fig. 12 Due to the same color bar the picture can be
cumferential variation of velocity of approximately 30 m/s wa ompared to the time-resolved resultsFf. 10.

found. For a better view onto plane B1 the plot showing the re- Figure 13 shows the comparison of the time-averaged flow

sults of plane C1 is shifted in circumferential direction by tw%ngle measured by the LDV system and the flow angle obtained
nozzle pitches.

The time-resolved measurement utilizing the LDV system aﬁayer[])?eumatlc measurement in plane C1 showing a good agree-

lowed the investigation of flow phenomena at different stator- The bottom picture shows the differences between both mea-

rotor positions. Time-resolved magnitude field&| in plane C1 surements. Althou .
- S - . gh there are deviations betweeh deg and
are presented iftig. 10. Again eight framest(7=0, 0.125, 0.25, +3.5 deg the mean deviation is close to zero. The local differ-

0.375, 0.5, 0.625, 0.75, 0.8yare used to show the flow down- - ) - :
stream of the rotor blades. The view is from the stage exit uﬁ%:es are explained by incorrect time averaging of the probe

- - . ich is not able to follow high frequent flow oscillations. The
stream onto plane C1. The black lines indicate thg locations of | an flow angle in plane C1 is aboutl5 deg, this means that
rotor trailing edges moving from the left to the right. The rotoy,q qo\y direction is in opposite direction to the rotor rotation. The
blades move 1.25 deg from frame to fra_lme, one whole cycle CQxtended area covered by the pneumatic probe measurement also
responds to a movement of one rotor pitefturning of 10 deg). ghqs the influence of the tip leakage flow to the flow angle. The
ﬁg;glglgﬁér?:sn?gf)gg; 10and11 present the flow field for tWo yiterence to the mean value is up to 16 deg. The larger counter

Figures 10and 11 show the wake of the rotor blades on theSWIrI athub is evoked by secondary flow effects.
left-hand side of the rotor trailing edgésack lines moving from Nozzle Wake Propagation. Another important flow feature is
the left to the right. The velocity defect and the increase in flothe transport of the highly turbulent nozzle wakes through the
angle can be seen very clearly. All areas in these plots, whereator. When a nozzle wake enters a rotor passage, it is chopped by
correct evaluation due to a lack of seeding particles was not ghe rotor leading edges into individual segments and they subse-
sured, were left whitéespecially at the inner radius quently propagate through the rotor passages independent from
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Fig. 11 Time-resolved flow angle (yaw angle ) distributions in C1 measured by LDV  (contour
steps 4 deg )

tr=n RO akas

tr=0125

each other. There is a strong mixing and a deformation of these
wake fragments by the surrounding flow. The turbulent kinetic
energy was used to show the turbulent segments in plane C1. Th~ 15
turbulent kinetic energk was calculated from the axial and cir- o

cumferential velocity components andv’ both measured by the 4 g0
LDV system by

Ca

ao

17
k=0.75(u'?*+v'?) (4) i
and is shown irFig. 14. 9o
This equation is based on the assumption, that the radial comi
ponent of fluctuating velocity not measured by the LDV system is
in the same order of magnitude as thé andv’ components. Q
Apart from the high turbulent kinetic energy in the wake flow of 15° -7

the passing turbine bladésp to 2500 ri/s?) an increase from 30

to approximately 500 Ais? can be seen in the regions between
them. The appearing of these turbulent nozzle wake fragments i
observed for example in the area between the first and secon
rotor wake marked with “A” inFig. 14 The flow in this encircled
region gets more and more turbulent till-== 0.5 (indicated with 'i!_“fﬂ
“B” ). Then the value of turbulent kinetic energy decreases indi-

-13
-19

400

Cab
=]
0
ra
oh L o

-3

=8

eg

. 15%
—— o 30° 4 5
450 g 74l A00 3.0
425 [ o2n 15
400 216 0
s
3 ]
s25 | |180 45
300 [ 168 a 6.0
275 [ 156

250 144  Fig. 13 Time-averaged flow angle in C1 measured by LDV
(above), flow angle by pneumatic probes (middle ) and differ-
Fig. 12 Time-averaged velocity fields measured by LDV ence between two types of measurement  (below )
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Fig. 14 Time-resolved distributions of turbulent kinetic energy k in C1 measured by LDV

cating the absence of nozzle wake fragments. The same flow siNemenclature
ation occurs at a distance of one nozzle pitch but with a shift in

time of t/7=0.5 (marked with “C”). t = time(s

PS = pressure surface

SS = suction surface

. A = area of measurement planes?)m

Concluding Remarks p = absolute pressuréan P !
The flow in transonic turbomachines is heavily influenced by r = radial position(m)

three-dimensional secondary flow phenomena which have a T = absolute temperaturé)

strong impact on their efficiency. These effects are still difficult tox,y,z = Cartesian coordinategsn)

predict by modern CFD calculations. u = velocity in axial direction(m/9)
Therefore the objective of this work was to provide accurate v = velocity in circumferential directiotim/s)

unsteady flow data in a transonic turbine stage for CFD code V = velocity vector(m/s)

verification. These data were obtained by two-component laser K = turbulent kinetic energy (fts?)

Doppler velocimeter measurements between stator and rotor as H = percentage spanwise distan@e)

well as downstream of the rotor in planes perpendicular to ﬂ&;ereek

rotor axis. The unsteady data are referred to the rotor blade paSs-

ing period. 7 = rotor blade passing peria@)
Comparisons were also performed with pneumatic probe mea- @ = pressure loss coefficient

surements which showed an overall agreement. Differences di\pscripts

flow angle were observed which are contributed to the deficien- .

cies of the probe measurement in transonic flows. | = Instantaneous
The experimental data and the stage geometry are offered to the K = burst spectrum analyz¢BSA) number

scientific community in order to support the understanding of un- tot = totgl

steady three-dimensional transonic flow through cooperative CFD 1N = atinlet

simulation. The data can be obtained per email request. av = averaged value
A = plane A(upstream of nozz)e

B = plane B(downstream of nozz)e
C = plane C(downstream of rotor
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Flutter of Low Pressure Turbine
Blades With Cyclic Symmetric
Modes: A Preliminary Design
Method

A current preliminary design method for flutter of low pressure turbine blades and vanes
only requires knowledge of the reduced frequency and mode shape (real). However, many
low pressure turbine (LPT) blade designs include a tip shroud that mechanically connects
the blades together in a structure exhibiting cyclic symmetry. A proper vibration analysis
produces a frequency and complex mode shape that represents two real modes phase
shifted by 90 deg. This paper describes an extension to the current design method to
consider these complex mode shapes. As in the current method, baseline unsteady aero-
dynamic analyses must be performed for the three fundamental motions, two translations
and a rotation. Unlike the current method work matrices must be saved for a range of
reduced frequencies and interblade phase angles. These work matrices are used to gen-
erate the total work for the complex mode shape. Since it still only requires knowledge of

the reduced frequency and mode shape (complex), this new method is still very quick and
easy to use. Theory and an example application are presefibgdl: 10.1115/1.1650380

cation of the Panovsky-Kiel§P-K) method (never intended to

Panovsky and Kieltj1] presented a new method to ConducEandle cyclic symmetry modgsesults in two pitching axis loca-

. . . - “tions for each eigenvalue. The useFkify. 1 then results in two
pr_ellmlnary flutter design analysis for LPT bla_des. The study '.de%llues fork. . Although this can easily be done, it is theoretically
tified the_ blade mode _s_hape as the most important contnbuﬁ Eorrect, and experience has shown that it is ultra-conservative.
determining blade stability. Each mode shape is represented

- . A at is, virtually all designs are judged to be unstable.
three rigid-body motiongtwo translations and one rotatipat the Another approach is to take advantage of the fact that the co-

spanwise location of maximum displacement. These three motiafige and sine modes are not unique and can be “clocked” circum-

can be described by a “pitching axis.” The critical value of refgrentially to maximize the amplitude ratio between these two

duced frequencyk,, is determined by placing this pitching axismodes. This approach is commonly referred to as the “antinode”

location on the plot shown ifrig. 1 and reading off the critical method. The higher amplitude mode shape is used to determine

reduced frequency. The horizontal solid lines represent the loGge pitching axis location to use witfig. 1 for determining sta-

tion of the blade leading and trailing edges. The diagonal soligllity. The lower amplitude mode is ignored. The example given

line is normal to the engine rotational axis. Blue represerits a later in this paper shows that this method is also overly conserva-

less than 0.1 and pink represent&agreater than 0.5. By com- tive. In addition, design experience has shown that this approach

paring thisk. with the actual reduced frequency, the stability iss typically overly conservative with respect to actual engine ex-

determined. perience. This paper presents an extension to the Panovsky-Kielb
Further investigation using the same appro&tthernycheva method that eliminates these conservatisms, and is useful for pre-

et al.[2]) has shown that the overall stability behavior, as well diminary flutter design of shrouded LPT blades.

identification of the most stable and the most unstable regions as a

function of blade mode shape remain remarkably similar for eanovsky-Kielb Method

rather wide range of physical and aerodynamic parameters of LPT

blades with pure subsonic flow. Therefore, for preliminary desi l

purposes CFD analyses only need to be preformed for a refere ormed for a reference airfoil for a range of reduced frequencies

airfoil. The results are then applied to all preliminary designs,,_, . . :
This method has been shown to be valuable in screening prelin"’wllrlOI interblade phase angles. The interblade phase angle is

Introduction

n the Panovsky-Kielb method, two dimensional computational
%d dynamics(CFD) (usually inviscid analyses must be per-

nary designgrequiring only the results of a finite element analy- 2l
si9) and identifying a minimal set of unsteady CFD analysis for B=N- 1)
final designs. b

Flutter is typically encountered on the blades and vanes of dffierel is the number of nodal diameters aNg is the number of
LPT stages. Typical aft LPT bladéBig. 2) are long and slender blades. For each interblade phase angle th_e_unsteady pressures on
and contain tip shrouds that structurally couple the blades. Sinf¢€ blade surface are calculated for three rigid body mode shapes;
this arrangement is cyclically symmetric, each eigenvalue hadranslation in, translation inz, and rotation about the leading
complex mode shape that can be represented by two real m&§ge(¢ and »=0, seeFigs. 1and3). The blade surface unsteady
shapes that are commonly called the cosine and sine modes. TH¥§sSUres are combined with the mode shapes to calculate the
two modes are phase shifted by 90 deg. As a result, direct apptiork per cycle matrix.

. _ . _ Wee Wey  Wea
Contributed by the International Gas Turbine Institute and presented at the Inter-

national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June

16-19, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 2003.
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/ﬂ,FleX

x, Cascade Axial

S,
, Axial

y, Cascade Tangential

Fig. 3 Blade coordinate system
Fig. 1 Critical reduced frequency “tiedye” plot

The diagonal terms represent work done by the unsteady prd@meter. Also, as in the P-K method, the spanwise location of
sures acting on the mode shapes producing these unsteady pres<imum displacement is used for the stability evaluation. For
sures. The off-diagonal terms represent the work done by the wach mode the real cosine and sine mode shapes can be converted

steady pressures acting on the other mode shapes. into two-dimensional rigid-body mode shapes represented by
The work for any two-dimensional rigid-body mode shape can
then be determined from e has
w = {a)Tb )} (e =| Moo and {ach=1 Nos
Q¢ s
where . . . o
Although the amplitude of the mode shapes is arbitrary, it is
h, important to retain the amplitude ratios of the cosine and sine
{a}={h, modes. The work for the cosine and sine modes can then be indi-
@ vidually calculated and summed to obtain the combined work
h, i_s the ri_gi_d-body di_splacement i_n trg“edi_rectipn wi.={a}[b{a.}
h,, is the rigid-body displacement in the-direction
«a is the rotation about the leading edge. wis={a b {as)

Thus, for any given mode shajer location of pitching axis
the stability can be determined by considering all interblade phase
angles. The tie-dye pldFig. 1) is created by determininig; fora  Note that this approach does include the “off-diagonal” work
fine grid of & 7 pitching axis locations. An efficient method ofterms. That is, the unsteady pressures due to the cosine mode

Wi, comt— Wic T Wis -

obtaining thek.s is presented in Panosky and Kiglh. applied to the sine mode and vice versa. Although some very
) limited data has shown these terms to be small. There is no theo-
Cyclic Symmetry Method retical reason to expect that they should be insignificant. There-

As in the Panovsky-Kielb method the same work matriops fore, this effect needs to be studied. _
are generated for a range of reduced frequencies and interblad&he equations above represent the work in the forward travel-
phase angles. A finite element method is usually used to determifi@ Wave with | nodal diameters. For example, theodal diam-

the frequencies and complex mode shapes as a function of nogig modes of a rotor witN, blades results in a forward traveling
mode with an interblade phase angle given by @g. However,

the mode shapes; anda,. are also valid for the backward trav-
eling wave that can be represented by nodal diameters. For
this mode the interblade phase angle is

B,|:_2’7T|/Nb.

Therefore, the same cosine and sine mode shapes can be used to
calculate the work for the backward traveling wave by

W—Ic:{alc}T[b—l]{alc
W—|s={3|s}T[b—|]{a|s

Fig. 2 Typical aft LPT shrouded blades  (pie section ) W_| comb=W—jcTW_js.
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Fig. 4 Evaluation using traditional P-K method

Given the frequencies and mode shapes for a range of nodal
diameters, the work for both the forward and backward traveling
waves can be easily determined. It is usually more meaningful to
put the results in terms of damping.

Nodal Diameter

Fig. 5 Forward traveling wave—cosine, sine, and total work

Forward Traveling WaveB=71.6

W3s,comb— — 3.68

¢=ZnE,,, (critical damping ratio Backward Traveling Waveg=—71.6
whereE . is the maximum kinetic energy. W_gz5.=—3.25
W—35S: - 1799

Example Problem

W_ 35 comi™ —21.24

The frequgncies anq mOd.e shapes of an LPT bm‘&.(ﬂe) Indeed the forward traveling cosine mode is unstable, but it is
were determined for nine different nodal diameters. Directly ap;

. i . erwhelmed by the larger amplitude sine mode that is stable.
plying the traditional P-K method separately for the cosine anaICyclic symmetry method results for all nodal diameters studied

mode is unstable. Therefore, for this case all cosine modes H&n that of the cosine mode. As a result the work for the 2, 3, and

unstable a_nd two of the sine r_nodes are judged to be unstable, nodal diameter cosine modes is insignificant. For the forward
The cyclic method was applied to the same problem. For the ﬁ%

nodal diameter case the finite element cyclic symmetry analysis

resulted in the following frequencies and rigid-body mode shapes:

k=0.246 # - ;g 0 %@
~0.0030 s b . \ a

—0.0039 - YX { ' . j’

0.01285

—0.1946
0.44450

0.03671 o \ \ t

The pitching axis locationgé, 7-coordinates are (0.31,-0.24)
and(—12.1,-5.3 for the cosine and sine modes, respectively. B -2
plotting the cosine pitching axis location &ig. 1 results in ak,
of approximately 0.39. Notice that this pitching axis location is ii
a high gradient region. To evaluate tkg of the sine mode re- :
quires a zoomed out tie-dye plot showing pitching axis locatior —m— Cosine mode
farther from the blade leading edge. The resultiags approxi- 20 — &~ Sine mode
mately 0.18. These critical reduced frequency values are showr V
Fig. 4, where it can be seen that the cosine mode is unstable ¢
the sine mode is stable. However, as can be seen from the ric - T
body mode shapes, the sine mode has significantly larger am Nodal Diameter
tude. The cyclic symmetry method results in the following values

veling wave the cosine modes are unstable for the higher nodal

Az =

A355=

Work

of work per cycle:

308 / Vol. 126, APRIL 2004

Fig. 6 Backward traveling wave—cosine, sine, and total work
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diameter forward traveling wave is very sm@l05%. Therefore,

10% -
’ . . a detailed flutter analysis is recommended for at least one of these

09% A —&— Damping FTW cases.

0.8% — i A .
S ’ / \ &~ Damping BTW Summary and Conclusions

-

« Gt / A \ Application of the traditional Panovsky-Kielb preliminary de-
2 ngo% PAEY sign analysis method for LPT blades with tip shrouds has been
= / 7 \ found to be overly conservative. This paper presents an extension
5 05% re T to this method that considers the cyclic symmetry mode shapes.
o . .. -/ Vs \ ~ As demonstrated in the example problem this new cyclic symme-
5 04% 17 3 try method eliminates this conservatism, but does not require any
2 o, 1 & additional input information or CFD analysis. Future work will
b= 0.3% F Ty . . . .
o h— & — A include the off-diagonal terms in the work matrix and compare the

02% \-\ predicted damping with that of full three-dimensional CFD flutter

analysis.
01% = Y
00% T T T T T T 1 Acknowledgments
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Fig. 7 Damping versus nodal diameter Nomenclature

Emnax = maximum kinetic energy

_ ) . Np = number of blades
diameters. However, the sine modes are stable for all nodal diam- V = exit relative velocity
eters and result in the total work to be stable for all nodal diam- W = work per cycle
eters. This is an excellent example of the problem of applying the a = rigid-body displacement vector
P-K method to cyclic symmetry cases. For the backward traveling b, = baseline work matrix fot nodal diameters
wave the work is stable for all cosine and sine modes. Therefore, ¢ = blade chord
the forward and backward traveling waves for all nodal diameters h; = rigid-body displacement ig-direction
are judged to be stable. h, = rigid-body displacement im-direction

In Fig. 7 the work results have been converted to critical dampg = wc/(ZV)ﬂ reduced velocity

ing ratios, and again are predicted to be stable for all nodal diam- k. = critical reduced velocity

eters considered. This is in subjective agreement with the actual | = number of nodal diameters

engine test that showed the blade to be stable. Damping values Weg = baseline work terms

were not measured. A future publication will compare these "W, = cosine mode work fof nodal diameters

damping values with those of full three-dimensional CFD flutter w;s = sine mode work fot nodal diameters

analysis. o ) | comb = combined mode work for nodal diameters
The results inFigs. 4 through7 also display the error of the "« = angle of pitching about leading edge

anti-node method. In this case the 2, 3, 4, 35, and 40 nodal diam- B, = interblade phase angle

eter mode shapes are heavily dominated by the sine mode. In & = distance along blade chord

other words, the sine mode is essentially the anti-node mode. n = distance normal to blade chord

FromFig. 4 the antinode method predicts that the actual reduced { = critical damping ratio

frequency is lower than the critical valianstablg for the 2 and o = vibration frequency

3 nodal diameter modes. WhereBggs. 5 through7 show that
these modes are stable for both forward and backward traveling
waves. The primary reason for this error is the assumption in thiReferences

tie-dye plot that all nodal diameters are possible. Also, note that1] Panovsky, J., and Kielb, R. E., 1998, “A Design Method to Prevent Low
for these nodal diameters we know that the off-diagonal terms are  Pressure Turbine Blade Flutter,” ASME Paper No. 98-GT-575.

small because the cosine mode has low relative amplitude.
In this particular example the blade design is judged to be

[2] Tchernycheva, O. V., Fransson, T. H., Kielb, R. E., and Barter, J., 2001, “Com-
parative Analysis of Blade Mode Shape Influence on Flutter of Two-
Dimensional Turbine Blades,” ISABE-2001-1243, XV ISOABE Conference,

stable. However, the aerodynamic damping of the 35 and 40 nodal Sept. 2—7, Bangalore, India.
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e | Turbomachinery Aeroelasticity

This work provides an accurate and efficient numerical method for turbomachinery flutter.
P. De Palma The unsteady Euler or Reync_)lds-a_\veraged Nayier-Stokes equatio_ns are so_Ived in integral
b form, the blade passages being discretised using a background fixed C-grid and a body-

fitted C-grid moving with the blade. In the overlapping region data are exchanged be-
tween the two grids at every time step, using bilinear interpolation. The method employs
Roe’s second-order-accurate flux difference splitting scheme for the inviscid fluxes, a
standard second-order discretisation of the viscous terms, and a three-level backward
difference formula for the time derivatives. The dual-time-stepping technique is used to
evaluate the nonlinear residual at each time step. The state-of-the-art second-order ac-
curacy of unsteady transonic flow solvers is thus carried over to flutter computations. The
code is proven to be accurate and efficient by computing the 4th Aeroelastic Standard

Configuration, namely, the subsonic flow through a turbine cascade with flutter instability
Meccanica Computazionale in the first bending mode, whe_re viscous effect_are fc_)und practically negl?gible. Then, for
Politecnico di Bariy the very severe 11th Aeroe[astlc Sta.n.dard Configuration, namely, transonic flow through a

' turbine cascade at off-design conditions, benchmark solutions are provided for various

via Re David 200, - .
70125 Bari, laly values of the inter-blade phase ang[®Ol: 10.1115/1.1738122
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Introduction viscous computations, insofar as they provide a more complete
d?scription of the flow, with a minimal additional cost.

In mc_)dern turboma(_:hlnery design and (_Jlgvelopment, itis crucia The proposed method is applied to compute two aeroelastic test
to predict the blade vibratory stresses arising from self-excitation <o ‘tor which detailed experimental data are provided tgsBo
or inlet flow distortion. This is particularly true for aircraft com- !

. nd Fransson4] and Fransson et a[9], respectively(details
pressor and _fgn blade rows, that may work at highly loaded 0gbout the experimental setup together with the electronic files
design conditions, but also for the last stages of steam and

: S taining the experimental data are available at: http://
turbines. The prediction of the unsteady pressure loads on .egi.kth.s The first test case is the 4th Aeroelastic Standard
blading may myolve the computation of shock waves, Shoc.@(onfiguration, i.e., the subsonic flow through a turbine cascade
boundary layer interaction and boundary layer separation, Wh'w?t flutter instability in the first bending mode, where no sepa-
could not be accounted for in early approaches based on potentiglon occurs and the pressure loads are well predicted by the
methods, see e.gl1]. Therefore, time-linearized methods have:jjer equations. The second test case is the very severe 11th
become very popular for turbomachinery aeroelastic COMpUtggrgelastic Standard Configuration, i.e., a transonic off-design
tions, since they take into account suph strongly nonlinear phgs,, through a turbine cascade, where both leading-edge separa-
nomena, at least for the steady flow field, see, ¢33]. How- {ion and shock/boundary layer interaction are present. For both
ever, these methods, which are very reliable when the blagg; cases, the experimental data and the numerical solutions avail-
vibrations add only a small disturbance to the steady flow, agge to date are not in good agreement, so that the present thor-
clearly inadequate when studying the fluid/structure interactiQfygh numerical investigation is warranted to validate the experi-
and the blade displacements are not known a priori. In order fgental data and to provide benchmark numerical solutions.
remove this limitation, a time-accurate solver of the Euler, thin

layer, or complete Reynolds-averaged Navier-StokRANS)

equations is to be used, depending on the nature of the phenomena ) )

of interest. Recently, several researchers have developed and@pverning Equations

plied numerical methods for solving such equations, using differ- the two-dimensional unsteady RANS equations for compress-
ent spacial and time discretisations, see, §4j8|. However, pje flow are written for a moving control volume(t) with
none of them employs all state-of-the-art features of current Ugsyndaryl'(t), as

steady compressible flow solvers. In this paper, a second-order-

accurate state-of-the-art RANS solver is extended to flutter com- d

putations to provide a significant accuracy improvement over el wdQ + % (fe—f*—ws)-ndl'=0. 1)
existing codes when strongly nonlinear phenomena are present in dt Jou ()

the flow field. Moreover, the proposed approach, using a dual-

time-stepping technique, is very apt to ultimately solve the fulh Eq. (1), w is the conservative variable vector based on the
system of aeroelastic equations for both fluid and solid. It is noteemponents of the absolute velocity vector in the fixed reference
worthy that the code can solve the Euler and the thin-layer RANBame, s is the speed of the surfad¥t), n is the outer normal to
equations, by simply switching off the appropriate terms. Howf(t), andf® andf® are the inviscid and viscous fluxes, given in
ever, only the full RANS equations are considered for the presephrtesian coordinates as
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SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME OQURNAL OF pu pv

TURBOMACHINERY. Paper presented at the International Gas Turbine and e p+ pu2 e puv

Aeroengine Congress and Exhibition, Amsterdam, The Netherlands, June 3—-6, 2002; fX: u , y= +pop2 | 2
Paper No. 2002-GT-30321. Manuscript received by IGTI, December 2001, final re- pdv p+pv

vision, March 2002. Associate Editor: E. Benvenulti. puH pvH

310 / Vol. 126, APRIL 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fixed grid

Moving grid

Fig. 1 Moving grid strategy and boundary conditions

0 0

v_ Txx v_ Tyx

f= Txy |’ = Tyy ©)
by y

where
Tux= [ 20Ul IX— (2/3) (dul dx+ dvldy)],
Tyy= Tyx= u[ Ul dy+ dvlx],
Tyy=p[2dv19y—(213)(duldx+ dvldy)],

by= Uyt v Tyt KIT/ X,

TPY S— - - S SN

[ O Experimental ]
12 Euler 1.2

0 T I ST S TR S N T 1 ’0

.
0 0.25 05 0.75 1
x/c

Fig. 3 4th Standard Configuration, steady solution. Isentropic
Mach number distributions at the wall

Numerical Method

The system of conservation law® and(4) is discretised using
a cell-centered finite volume method for structured multiblock
grids. Equationgl) and(4) are written for each cell of the com-
putational mesh, which can move with respect to a fixed reference
frame. The convective fluxes at the cell interfaces are evaluated
using Roe’s approximate Riemann solvgl?], with a fully up-
wind unlimited second-order-accurate MUSCL extrapolation. The
eigenvalues of Roe’s matrix are corrected as[i3] to allow

by=ury,+vr,+kdT/dy.

The above formulation can treat both fixed and moving grid

blocks covering the computational domain. The viscous flux also
contains the contribution of turbulent stresses, evaluated using
either the Baldwin-Lomax10] algebraic model or the Spalart-

40? ‘ ‘0'.25. " 0;5 — ‘°',75‘ m 40
I Navier-Stokes
— — — - Euler ]

30k a Exp., suction surface 430
O Exp., pressure surface ]

Allmaras[11] one-equation model:

T VI e SP o [V (4 F)VF) + Coa(V5)?
1= U VIECn St o [V (v H7) VD) + Cpa( V)]
~12
cbl 14
*R*e CwlfwfﬁftZ a , (4)

wherev is the modified kinematic eddy viscosity coefficient and
the right-hand-side terms represent convection, production, diffu-

sion, and destruction, respectively, $é&&], for details.

Fig. 2 4th Standard Configuration, steady solution. Pressure

coefficient contours (A C,=0.05).
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Fig. 4 4th Standard Configuration. Amplitude (upper) and
phase (lower) distributions of the pressure first harmonic,
IBPA=—90 deg.
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Fig. 5 4th Standard Configuration. Amplitude (upper) and  Fig. 6 4th Standard Configuration. Amplitude (upper) and
phase (lower) distributions of the pressure first harmonic, phase (lower) distributions of the pressure first harmonic,
IBPA=180 deg. IBPA=90 deg.
360°z

enough dissipation at the sonic points. A standard centered np:—|IBPA|, IBPA#0,
second-order-accurate approximation is used for the viscous
fluxes. wherez is the minimum integer which leads to an integer value

For steady flows, the solution is marched in time using thi@r n,. Such an approach is more general thandirect store
four-stage Runge-Kutta scheme proposed by Jameson|[d#hl. method proposed ifl8], used to employ a single passage also for
Local time stepping, implicit residual smoothing, and multigridlBPA+0, insofar as it allows to compute mistuned oscillating
[15], are used to speed up the convergence. The turbulencascades.
closure equatior{4), when employed, is solved at every local
iteration after Eq(1). For unsteady flow computations, the timeResults
derivative is discretised using a three-level second-order-accurate
backward difference scheme and the dual time stepping technique4th Standard Configuration. The experimental data for the
[16], is used to advance the solution in time. Such a strateéih Standard Configuration refer to an annular turbine cascade in
guarantees the nonlinear coupling of H4) and (4) at every which the blades are sinusoidally oscillated in the first bending
physical time level; moreover, within a general procedure fdnode. The same oscillation amplitude and frequency are imposed
aeroelastic computations, it would simplify the implicit couplingor all blades, whereas several IBPAs are consideféfl, The
of the flow and structural solvers with respect to approximaftow is subsonic, with isentropic exit Mach number equal to 0.9,
factorization scheme$6,8]. and the inlet flow is inclined 45 deg downward with respect to the

For turbomachinery flutter calculations, two main difficultiegxial direction. The Reynolds number, based on the chord length
arise: the blade is moving with respect to the flow net and eaehd the inlet conditions, is equal to &20°. C-grids with 256
blade may vibrate with a constant phase difference, called intef32 and 38448 cells have been used to compute the inviscid
blade phase angl@BPA). In this work such difficulties are over- and viscous steady solutions, respectively. These meshes have
come as follows. Each blade passage is covered with a bableen selected after an appropriate mesh-refinement study, which is
ground fixed C-grid, which allows to easily impose the inletnot reported for brevity. For the viscous flow computation the
outlet, and inter-passage conditions, and a body-fitted moviagerage value ofy™ for the first cell near the wall equals 5.
C-grid, with an overlapping region, as showrFiy. 1, inter-block  Figure 2 provides the pressure coefficient contours for the invis-
boundary conditions being imposed by bilinear interpolation afid computation. IrFig. 3 the experimental isentropic Mach num-
the variables at the overlapping boundaries; a similar procedurer distribution at the wall is compared with the numerical results
has been employed {17]. A multipassage computational domainobtained by solving the Euler equations and the RANS equations
is employed, using a number of blade passagg@),>1), given closed by the Baldwin-Lomax turbulence model. The agreement
as with the experimental data is good, considering that no attempt is
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Fig. 7 Aerodynamic damping coefficient
the 4th Standard Configuration
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Fig. 8 11th Standard Configuration, steady solution. Pressure

coefficient contours (A C,=0.075).

Fig. 9 11th Standard Configuration, steady solution. Stream-
lines at the leading edge.
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made to take into account the varying thickness of the streamtubes
(quasi-three-dimensional approximatiomhe results also com-
pare well with those provided if6—7]. The influence of viscous
effects is quite small. The steady solution is used as the initial
condition for the unsteady computations. For the inviscid compu-
tations, each blade passage has been discretised using an inner
block with 256x 20 cells and an outer block with 1¥&0 cells.

For turbulent flow computations, the two blocks have 3849

cells and 25& 14 cells, respectively. The oscillation amplitudhe,

is equal to 0.33% of the chord length and the reduced frequency,
k, based on the half-chord length and the outlet flow conditions, is
equal to 0.107. The bending direction is 60 deg with respect to the
chord. Eighty physical time-steps have been used to compute each
cycle, the correspondingt providing grid convergence in time.
Figure 4—6 show the normalized amplitude and the phase of the
first harmonic of the pressure time history for three values of the
IBPA. The solutions agree reasonably well with the experimental
data, and indicate that viscous effects have some influence only on
the suction surface amplitude. The numerical results provided in
[5-7], not reported in the figures, are fairly spread out, so that the
present RANS solutions are considered to date’s benchmark for
the present test case. This is confirmed by the resulSigf7,

which provides computed and experimental damping coefficients
versus the inter-blade phase angle. The present results are the
closest to the experimental ones and confirm them, e.g., the insta-
bility at IBPA= —90 deg, except for IBPA equal to 90 deg. None-
theless, the good agreement between the present Euler and RANS
results may suggest that the experimental data are the inaccurate
ones for such a case.
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chord direction, oscillation amplitude equal to 0.0085and a
11th Standard Configuration. The very severe 11th Stan-reduced frequency, based on the half-chord length and the outlet
dard Configuration is a transonic flow through a turbine cascadet@nditions, equal to 0.1545. Also for this case, grid convergence
off-design conditions. The isentropic exit Mach number is equ#j} time is achieved using 80 physical time-steps per period. Ex-

to 0.99 and the inlet flow is inclined 34 deg upward with respeﬁéjﬂ“ef“ta' %aet% are a‘%{?g'e@gfr teh” equally Spa.ce? Va'UﬁS of the
L , from eg to efP], whereas numerical results are
to the axial direction. The Reynolds number, based on the ch vided by Fransson et 49]. Sbardella and Imregufg], and

length and inlet conditions, is equal to X20°. For such flow Campobasso and Gildd9] only for IBPA=180 deg. First, for
conditions, the stagnation point is located at about 6% of thgch a well-documented case, the present calculations of the am-
chord on the pressure surface of the blade. The flow strongijitude and the phase distribution of the first harmonic of the
accelerates around the sharp leading edge forming a tiny sugsessure time history are given Fig. 11, together with the ex-
sonic region. The flow then separates on the suction side of §herimental results. It appears that the present Euler and Baldwin-
blade from the leading edge to 30% of the chord. After reattachemax RANS computations are clearly inadequate, which is well
ment, the flow accelerates again to supersonic speed and a shaabvn to happen in the presence of a large separation biddxe
occurs at about 75% of the chord. Steady inviscid and viscoBgy. 9). On the other hand, the results obtained using the RANS
computations have been performed using grids withX288 and equations with the Spalart-Allmaras turbulence model compare
288x 48 cells, respectively. For the viscous flow computation theasonably well with the experimental data, except in the rear part
average value ofy™ for the first cell near the wall equals 1. Forof the suction side. Furthermore, the experimental results cannot
the unsteady computations, the moving and fixed blocks are Bk considered very reliable, insofar as, for some values of the
ways composed of 28820 and 144 20 cells, respectivelyrig-  IBPA their 95% confidence interval is about half of the mean
ure 8 provides the pressure coefficient contours for the steaghglue. And in fact, the experimental data for the aerodynamic
viscous computation, whereas the streamlines at the leading-edgenping, given in[9], show large differences for similar flow
separation region are shownhig. 9. In Fig. 10, the steady isen- conditions, due to local changes on the blade surface in the shock
tropic Mach number distributions obtained by solving the Euleegion, which result in a large influence on the aerodynamic
equations and the RANS equations closed by the Baldwin-Lomdamping because of the discrete integration points. For such a
and the Spalart-Allmaras turbulence models are compared wittason, Fransson et §] recommend to consider only the experi-
the experimental data. The inviscid solution is very far from thmental local pressure values for comparing the numerical results.
experiments in the front part of the suction side, due to separatidrherefore, although one cannot be certain that the Spalart-
The viscous solution is in good agreement with the experimentlimaras turbulence model is fully adequate for the flow under
data, especially when the Spalart-Allmaras model is employetbnsideration, the present code remains a state-of-the-art tool for
For the unsteady case, the blades oscillate in the first bendivajidating numerical as well as experimental results. At this pur-
mode, with bending angle equal to 90 deg with respect to tipwse the present Navier-Stokes code has been used to provide
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benchmark solutionfor the following values of IBPA: 108 deg, RANS equations with the Spalart-Allmaras turbulence model
144 deg, 216 deg, and 252 deg, in addition to the 180 deg case,dompare reasonably well with the experimental data. In particular,
which the experimental data are less unreliable. Such results g amplitude and phase of the pressure first harmonic at the blade
given inFig. 12, 13, 14, and 15, together with the experimental syrface, computed for several values of the inter-blade phase
data. Once again, a quite nice agreement with the experimeniahle (IBPA), lay almost everywhere within the experimental er-
data is found, the numerical solution being always located withigr bars, except in the rear part of the suction side, where a mov-
the experimental error bars, except for the phase distribution at {3 shock-wave impinges on the boundary layer. In this region,
rear part of the suction side. This behavior has been also obserygsl yse of a linear turbulence model for computing the shock/
in the other numerical results available in the literature. The digpundary layer interaction can be inappropriate; on the other

crepancies could be due to the turbulence model inadequacyhighd, experimental data are affected by considerable uncertainties.
accurately predict the shock/boundary layer interaction but, just as

likely, to the inaccuracy of the experimental data. For complete-
ness, the results for the aerodynamic damping coefficient are pre-

sented inFig. 16. According to the present Spalart-Allmaras 12 e P e 2
RANS solutions, the configuration is stable for almost all consid- [ & ]
ered IBPAs, is marginally stabl@erodynamic damping close to 10| 10
zero for IBPA=315 deg, and is unstable for IBPA324 deg and i 4 ]
IBPA=337.5 deg. sF g s
Conclusions ] e ® .\.. 1,
A numerical method has been developed for solving the com- oo / ]
pressible Euler and Reynolds averaged Navier-StqRSNS) 43_ .\\ 1a
equations for flows through two-dimensional oscillating cascades. | ¢ ® ]
The method has been used to solve the well-documented 4th Stan- F g Pramatscuton (v, SramreAlmans) ]
dard Aeroelastic Configuration, namely, the subsonic flow through 2 » Pesstsduton €uen o 12
a turbine cascade with flutter instability in the first bending mode, : B Conspina. 10 r
where the very good agreement between the present Euler and 0% R T .Mj"
RANS solutions and the experimental data demonstrates their 0 90 N 270 360

benchmark accuracy. Then, the very severe 11th Aeroelastic Stan-
dard Configuration, i.e., a transonic off-design flow through a turig. 16 Aerodynamic damping coefficient  (Z) versus IBPA for
bine cascade, has been considered. For such a problem, onlyttlee11th Standard Configuration
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In order to complete the experimental data set, the damping co8fibscripts
ficient was computed for several values of the IBPAs, providing 1 = inlet
benchmark data to be used for code validation. The electronic files

with the results of the 11th Aeroelastic Standard Configuration are

available at http://cemec.poliba.it/cfd4.htm.

= outlet
is = isentropic
t = stagnation condition
X, y = Cartesian components
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Study on Crack Propagation
Tendencies of Non-Repaired and
Repaired Nozzles

A system designed to control and predict the length of cracks that generate in the first-
stage nozzles of E and F class gas turbines was developed. This system consists of three
Tomoharu Fuiii programs for (1) inputting cracks, (2) displaying cracks, and (3) predicting cracks, and a
database consisting of approximately 350,000 cracks generated in first-stage nozzles
. . taken from past repair records of five power plants operating in Japan. The database also
Takeshi Takahashi contains data on operating time and number of starts of gas turbines. The distinctive
features of this system are described below. (1) The crack data can be entered on the

CRIEPI, nozzle drawing as a picture by using the mouse. (2) The accumulated data allows the

2-6-1 Nagasaka sections of nozzles in which cracks have generated most frequently to be identified. (3)
Yokosuka, The correlation formula of cracks and operating time or number of starts can be obtained
Kanagawa 240-0196, simply. (4) By entering the scheduled operating time or number of start-ups to the time of
Japan the next scheduled inspection in the correlation formula, the length of cracks in optional

sections and propagating in optional directions can be predicted. Using this system, the
statuses of cracks generated in non-repaired and repaired nozzles of E class gas turbines
were compared. The comparison focused on 11 patterns with comparatively long cracks
selected from the cracks propagating together with the increase in operating time or
number of starts. The propagation of cracks covering a period of approximately two
years, which corresponds to the inspection interval of power plants in Japan, was also
compared. The results showed that the extent of crack propagation tends to increase with
the increase in the number of repairs. Furthermore, the propagation of cracks in repair
nozzles is about two times greater than that in non-repair nozzles. It was also found that
the system could identify the sections in which the longest cracks are
generated[DOI: 10.1115/1.1650378

Introduction General Description of the System

Because of its high efficiency and outstanding operability, the The system is used for digitizing the vast amounts of crack data
gas turbine combined cycle is being introduced into existing f@wned by power plants and operating records of gas turbines in
cilities and new plants. Since measures are also being develo%@er to construct databases. Based on such databases, the corre-
to raise the temperature of the combustion gas, the parts instalidgen of operating time or number of starts was analyzed to obtain

in the hot gas path of gas turbines must be inspected, and repaffgPrrelation formula. The operating time or the number of starts
or replaced very frequently. scheduled in the future is entered in the formula to predict the

Since the first-stage nozzles of gas turbines are exposed to W(%C(l; opr{c:ﬁ:goaggrr;tiIglzmrzeéﬁ?:ﬂ ::Shuiénhetsemg;rf;[fjt?erirve\lggcgrdtfl-e
gases, many cracks are found during inspection. However, si 8e(e:tors which depend on the number of starts such as low-cycle
the nozzle is a static part, nozzles with cracks found to be with*g igue are related to the propagation of cradsd]. The major
certain criteria at inspection are kept in use as is. Cracks exce =

ing the criteria are weld-repaired to allow re-use. For this reason, ctions of the system are described below.
accurate control or prediction of crack propagation will permit
effective repairs and reduce maintenance and repair costs. How-
ever, since vanes are integral with the side walls to form a seg- .. .
ment structure and since wall thickness differs by sections, tI[?émCt'on for Inputting Crack Data
temperature and thermal stress distributions in the nozzle are comCrack data are entered by using figures illustrating the outside
plex. Therefore, in order to accurately grasp and analytically prgnd inside walls of nozzles, and two vanes, respectively, on the
dict the status of crack propagation, very large facilities and higlfessure side and suction side and divided into six sections. The
costs are necessary. Gas turbine makers and research orgai@ek input screen of the outside wall of the first-stage nozzles
tions are therefore developing models for predicting crack prop&stalled on the F class gas turbine is shownFig. 1 as an
gation based on empirical models which themselves are basedt3@MP!€. Using this input screen, the positions of crack generation
actual crack datd1—4]. and end points can be pinpointed with the mouse. By entering
Since 1997, the present authors have conducted studies on té)éHlt/. the Ieggtthom' t[]e ke%/'boarda.thet.coordflnate?( of crack ?en-
niques to efficiently digitize nozzle crack-related data and high n%'?gngph Oincra%?(lg a?gs;:ﬁg;atilégﬁ;ogig?tizggcTr?éoggg;{ionnd
&;Cougies;sr?;; Ff)cr)(r)%?ggrtl:(t)irrllgpLergflzlg?o:)eafggtliglrj]eii ':Og;[?;]; t itie or number of starts of the gas turbine resulting from the
' propagation of cracks is entered on another screen and consoli-
dated with the stored crack data.

Contributed by the International Gas Turbine Institute and presented at the Inter--,; ; :
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Ju, eThIS method has made it possible to construct a crack database

1619, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 20080 approximately 350,000. cracks of first-stage nozzles installed
Paper No. 2003-GT-38351. Review Chair: H. R. Simmons. on E and F class gas turbines.
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Fig. 1 Example of crack input screen

Function for Displaying Crack Data

As shown inFig. 2, the entered crack data can be displayed i
one-segment units. In order to grasp the tendency of crack proj
gation in the same gas turbine, the crack data of nozzles instal
in a gas turbine can be superposed and displayed on the s¢
screen as shown ikig. 3. This method permits the sections in
which cracks are generated, direction of propagation, and fi
quency of generation to be qualitatively grasped.
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Fig. 3 Example of crack display screen of a gas turbine
Function for Analyzing Crack Data

As shown inFig. 4, as the first step before the targeted cracks )
can be selected for analysis, after blocking in the scope of pog‘il_e averaged crack length of a gas turbine from the crack patterns.

tions of generated cracks with the mouse, the direction of prop@grre|§‘t'°n_ analysis is carried out on the average crack length and
gation when viewed from the direction of gas flow must be erperating time or number of starts of the gas turbine to o_btam the
tered. This method allows the patterns of cracks propagating in tfgrelation formula. The predicted average crack length is gener-
optional direction in the optional sections to be analyzed. On sated upon entering the operating time or number of starts sched-
lecting the crack patterns, two types of analyses can be perforntdgd in the future. Furthermore, the average rate of crack propa-
as described below. gation can be calculated by calculating the amount of propagation
The first type is an analysis of the tendency of crack propag@€" Unit operating time or unit number of starts. _

tion based on average crack length. Due to fluctuations in the! e Second type is an analysis of the crack propagation ten-
manufacture and distribution of combustor outlet gas temperatuf€ncy by maximum crack length. In this respect, the key point is

the length of cracks generated in the same section of each noZbfe Maximum length by crack patterns. The maximum crack

is not always consister{t]]. For this reason, the system calculate!ength here is defined as the maximum crack length that has
propagated according to a certain crack pattern during a certain

period of time. In other words, if the scheduled inspection interval

is two years, the maximum value of cracks actually measured
O utside wall Inside wall every two years is set as the maximum length irrespective of the
operating conditions of the gas turbine and cracks generated in
whichever nozzles during that time. The maximum crack length is
used to control and predict the maximum crack length by inspec-
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crack length indicates a high degree of correlation with the num% o2
ber of starts of the gas turbine and shows that propagation ir § A o
creases as the number of starts increase. The figure also shows ﬁ 3 #’c‘ §
maximum crack length of the crack pattern under the operatin § . :
conditions used for the analysis. The propagation of cracks ger 22 | ......Q,g-..----...---..----..»---u----..»---~~----§~~---~~oNon-repaired
erated in the pattern can be predicted by the correlation formule g R i [AFirstrepaired
and maximum crack values £ © e ® Second repaired
: 31} Third repaired
Comparison of Crack Propagation Tendency of Non- 0 . : i i
Repaired and Repaired Nozzles 0 2 4 6 8 10

Operating time ormalized)
Since the nozzles are used by repairing them frequently, the

system was used to analyze how the repair frequency affects the Fig. 6 Operating conditions of gas turbines
propagation of cracks. The first-stage nozzles installed on three E
class gas turbines operating in Japan were analyzed. ) .

The operation history of the three gas turbines selected fbpereafter, the nozzles were repaired at each scheduled inspec-
analysis is shown iffig. 6. The vertical and horizontal axes werelion. The nozzles of respective power plants were inspected ap-
normalized with the annual average number of starts and oper@foximately every two years. _
ing time of all gas turbines selected for analysis. The open sym-AS an example of qualitative analytical results of crack propa-
bols indicate the operation history of gas turbines equipped wigtion, cracks generated in a total of 18 segments of nozzle group
non-repaired nozzles, while the solid symbols indicate that of gB2 Of power plant B were superposed. The results are shown in
turbines equipped with repaired nozzles. In Japan, new nozzfd§s. 7 and 8. The cracks are weld-repaired at each scheduled
installed on gas turbines are normally used up to the second"8pair. Thereafter, the entire segment is heat-treated which pro-
third scheduled inspection. Thereafter, the cracks are generdlijces a finish that is practically the same as that of a non-repaired
weld-repaired at each scheduled inspection. In this figure, the dj2Zle. As a result, the increase in the number of repairs tends to
erating time and number of starts are accumulated for nozzig§rease the density of hair cracks, but it is assumed that the
used continuously, but when the nozzles are repaired, that poinB#ftions in which cracks are generated are approximately the
time is established as zero and the operating time and numbe®8fe. The authors have already clarified the propagation of
starts are accumulated afresh. In Japan, parts are generally d¥@Pagation-type cracks with the operating time or number of
trolled by assuming the nozzle segment of one gas turbine a$tarts of E class gas turbind$). The cracks of 11 patterns are
group, and the usage history is also controlled by groups. TR@Mparatively long as shown Fig. 9. Accordingly, the extent of
nozzle group of power plant A is continuously used without reh€ propagation of cracks of 11 patterns was compared.
pairs up to the time of the third inspection. Thereafter, the nozzles .
are repaired at each scheduled inspection. On the other hand,%@lys's by Average Crack Length
nozzle groups of power plants B and C were continuously usedThe method of calculating crack propagation is showifrig
without repairs up to the time of the second scheduled inspectidi) Since the cracks of 11 patterns selected for analysis propagate
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Fig. 7 Crack propagation of non-repaired nozzle; (a) non-
repaired nozzle (first use ), (b) non-repaired nozzle (second
use)

(c) Third repaired

together with the operating time or number of starts of gas tur-

bines, two methods of calculating the propagating rate were de- Fig. 8 Crack propagation of repaired nozzle

vised: (1) using the operating time as the base @Adusing the

number of starts as the base. Accordingly, the average propagation

rates of the cracks of 11 patterns were calculated for each repair

by using the average crack length of several nozzle groups. Térack pattern indicated ifig. 11 This value corresponds to the
average crack propagating rate was multiplied by the average apack length measured at the next scheduled inspection when new
erating time or the average number of starts between scheduhedzles or repaired nozzles are installed on the gas turbine.
inspections of three power plants and compared with the valueAs an example, the calculated average crack length using the
normalized by the maintenance criterion repair length of eactumber of starts is compared Fig. 12 The value of 1 on the

320 / Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



— k.S
é;g s
Ts
Vane B Inside wall

Fig. 9 Typical crack pattern

vertical axis corresponds to the maintenance criterion length. T £
results indicate that the calculated average crack length is apprc
mately 20 to 30% of the maintenance criterion length in any of tt
crack patterns. When compared with the non-repaired nozzles,
extent of crack propagation of the repaired nozzles was larg s

Calculation of speed of average crack
propagation in each frequency of repair

v

Rate of crack propagation
based on number of starts [mm/N]

v

Rate of crack propagation
tased on operating time [mm/h)

Average operating time between
inspections of three power plants [h]

Average number of starts between
inspections of three power plants [N]

Average crack length in each frequency of repair
in the next inspection

Fig. 10 Calculation method of crack propagation
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Fig. 11 Maintenance criterion length
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Fig. 12 Comparison of average crack lengths

When cracks with a maintenance criterion length of 10% or more
were selected for analysis, the maximum extent of crack propaga-
tion was approximately 2.3 times greater. Therefore, it is consid-
ered that the non-repaired and repaired nozzles cannot be handled
in the same manner from the standpoint of controlling the crack
propagating tendency. Furthermore, it was found that the rate of
crack propagation tends to rise as the repair frequency increases.
The causes are considered to bB: high rate of crack propaga-
tion in weld sections as compared to the base mégalheat
treatment is carried out at each repair, but the material structure
has failed to completely restore itself to the initial stage, é3)d
since fine cracks cannot be completely repaired by the weld-repair
method, the fine cracks connect together, thus increasing the rate
of propagation as can be observed visually. In order to clarify the
causes, it is necessary to perform in-depth material tests and ana-
lyze the material structure.
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Fig. 13 Comparison of maximum crack lengths

were made on the basis of maximum crack length with nozzles
used up to the time of the next scheduled inspection after installed
on the gas turbine without considering the rate of crack propaga-
tion. The comparison of maximum crack length normalized with
maintenance criterion length is shown kig. 13. The extent of
propagation of repaired nozzles as compared to non-repaired
nozzles is larger. When it is assumed that cracks have a length of
more than 10% of the maintenance criterion length, the extent of
crack propagation is 2.8 at maximum. The extent of crack propa
gation of pattern 6 is the largest. Therefore, the cracks exceed the
maintenance criterion length. Cracks other than those of pattern 6
are approximately 60 to 70% of the maintenance criterion length.
Therefore, propagation of large cracks that exceeded the mainte-
nance criterion length was not observed.

Although the extent of crack propagation is small, a close look
at the maximum value of individual cracks reveals that the cracks
of pattern 6 are the only ones that exceed the maintenance crite-
rion length. Therefore, the repair work can be simplified provided
the cracks of pattern 6 are repaired on a priority basis.

Furthermore, since the extent of crack propagation of non-
repaired nozzles as compared to repaired nozzles is smaller, the
nozzles can be continuously used over a long period of time. It is
also possible to extend the scheduled inspection intervals.

Conclusion

A Crack Propagation Prediction System to control and predict
the length of cracks generated in the first-stage nozzles of E and F
class gas turbines was developed. The system was used to com-
pare the extent of the propagation of cracks generated in non-
repaired and repaired nozzles. The results indicated the following:

(1) As compared to non-repaired nozzles, the extent of the
propagation of average and maximum cracks in repaired nozzles
was the largest. The propagation of cracks with a length of more
than 10% of the maintenance criterion length generated in re-
paired nozzles was 2.3 times greater than that of non-repaired
nozzles for average cracks, while the propagation of maximum
cracks was 2.8 times at maximum.

(2) The extent of propagation of cracks of pattern 6 was the
largest and they were the only ones that exceeded the maintenance
criterion length. Therefore, repairing the cracks of pattern 6 on a
priority basis is expected to simplify the repair work.

A new crack propagation prediction system for analyzing the
stresses of first-stage nozzles will be constructed in the future.
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Introduction

Design of Industrial Axial
Compressor Blade Sections for
Optimal Range and Performance

Background: The blade sections of industrial axial flow compressors require a wider
range from surge to choke than typical gas turbine compressors in order to meet the high
volume flow range requirements of the plant in which they operate. While in the past
conventional blade profiles (NACA65 or C4 profiles) at moderate Mach number have
mostly been used, recent well-documented experience in axial compressor design for gas
turbines suggests that peak efficiency improvements and considerable enlargement of
volume flow range can be achieved by the use of so-called prescribed velocity distribution
(PVD) or controlled diffusion (CD) airfoils. Method of approach: The method combines a
parametric geometry definition method, a powerful blade-to-blade flow solver and an
optimization technique (breeder genetic algorithm) with an appropriate fitness function.
Particular effort has been devoted to the design of the fithess function for this application
which includes non-dimensional terms related to the required performance at design and
off-design operating points. It has been found that essential aspects of the design (such as
the required flow turning, or mechanical constraints) should not be part of the fitness
function, but need to be treated as so-called “killer” criteria in the genetic algorithm.
Finally, it has been found worthwhile to examine the effect of the weighting factors of the
fitness function to identify how these affect the performance of the sections. Results: The
system has been tested on the design of a repeating stage for the middle stages of an
industrial axial compressor. The resulting profiles show an increased operating range
compared to an earlier design using NACAG65 profiles. Conclusions: A design system for
the blade sections of industrial axial compressors has been developed. Three-dimensional
CFD simulations and experimental measurements demonstrate the effectiveness of the
new profiles with respect to the operating rang®OI: 10.1115/1.1737782

Middle stages

The blade sections of industrial axial flow compressors requiree high efficiency
a wider range from surge to choke than typical gas turbine com-* high work input per stage
pressors in order to meet the high-volume flow-range require-* Wide range without variables
ments of the plant in which they operate. For motor-driven units it g stages
is often necessary to have a large number of variable stators to o o )
meet these requirements. In addition, the compressors are usually oW flow coefficient giving high span

assembled from a limited set of standardized stages and casings fo

low exit swirl

meet the particular customer specifications. These can vary subin general these requirements lead to designs of 50 to 60%
stantially from machine to machine to cope with completely difreaction stages at the front, 70 to 80% in the middle and zero swirl
ferent requirements in terms of mass flow, pressure ratio and ¢86% reactiohat the end. The stage in consideration in this paper
properties—and therefore of rotor size, number of stages, Maéhin the middle section of the compressor, where more or less
numbers, and Reynolds numbers. sound repeating conditions are given. _ _

It is normal practice in such compressors to use so-called re_Thls type of standardization of the design forbids several design

peating stages, whereby several successive stages have the %gﬁalr@égres that are often encountered in axial compressors for gas

mes. Transonic bl re excl th rating ran
blades for the rotors and stators but the span of the blade rows Idet?e to?) ssr%al? abnzdtﬁse 2;;;61?3?% %Sf ths soee:?ic?ns g\]/voﬁldge

shortened by cropping the tips. The requirements of axial matqfis (o0 sensitive to cropping. The variation of blade height through
ing determines the |Ocal meridional ﬂOW Channel and deﬁnes tb%pp""g also impedes a refinement of the aerodynamics in the
height of the blades, see Goede and C4d¢yNormally there are endwall region, although a treatment of the blade roots alone
different styles of repeating stage design for the front, middle, armduld be considered. The shift of the rotor and stator blade sec-
end stages, whereby the following design criteria are used féens relative to each other through croppitige rotor is short-
these: ened from the casing section and the stator from the hub sgction
Front stages also precludes any fine optimization of the design through the
axial matching of the blade sections. To alleviate this problem, the
middle stage considered here is designed with a constant exit flow
angle from the stator across the span. Any improvement in perfor-
mance is therefore primarily focused on the reduction of profile
losses and improvement of the operating range of the section to
Contributed by the International Gas Turbine Institute and presented at the Intarl—IOW it to CC_Jpe with the severe aerodynamic malireatment
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, JuﬁyOUQh cropping. . . .
16-19, 2003. Manuscript received by the IGTI December 2002; final revision March FOr this type of axial compressor, conventional blade profiles
2003. Paper No. 2003-GT-38036. Review Chair: H. R. Simmons. (NACAGB5 or C4 profileg at moderate Mach number have mostly

* insensitive to high Mach number
 sensitive to variable IGV setting angles
 low hubltip ratio
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been used as the availability of well-documented correlations &lither evaluation is done—it is effectively killed off without fur-
low the influence of changes in design parameters to be assegbed consideration. Similarly, designs which do not achieve the
with ease(Casey[2] and Casey and Hugentoblgs]). However, required outlet flow angle—and therefore violate the specific work
recent well-documented experience in axial compressor design &d flow turning required for the axial matching of the sections—
gas turbines suggests that peak efficiency improvements and care also eliminated by this “killer” criteria.
siderable enlargement of volume flow range can be achieved byOptimizing with respect to the whole characterisi@t design
the use of so-called prescribed velocity distributi®vD) or con- and off-design operating pointstrongly increases the turnaround
trolled diffusion (CD) airfoils. These types of bade sections ar¢éime for one optimization. The calculations of the characteristic
already widely used in compressors in jet engines and in statiaare conducted up to an operating point that shows a doubled pro-
ary gas turbines and have also been applied in industrial comprée loss compared to the design point. To reduce the effort, the
sors (Eisenberg[4]). Hobbs and Weingold5] describe several flow simulation is split into two steps, the simulation of the design
features of the profiles whose advantages over conventional ppeint (i.e., evaluating of the exit flow angle at the design point
files have been proven. These features can be summarized asdoti—only if the exit flow angle is within the given limits—the
lows (see also Cumpsty6]): simulation of the characteristic. Nevertheless, the elapsed time for
complete section is, in the worst case, about 14 days.
‘In this case, the development of a new blade sections is based
on an already existing desigNACAG65) which is to be improved.
ASeference profile, which closely represents the current design, is
included in the optimization process in the start population to
sure that current knowhow and experience are taken into ac-
Unt. Although this might accelerate the process of optimization,
it is important to note that it does not affect the result of the
The most promising approach for the design of controlled d,pptlmlzatlon |tse|f Test runs have |ed to the same result with and
fusion style of airfoils has been documented in two recent ASMwithout including the reference profile.
papers by DLR and SiemertKoller et al.[7] and Kisters et al.
[8]) and this paper documents the transfer and adaptation of this

technology to industrial compressors. Parameterization of Blade Section Geometry

Description of Design System The challenge for the geometry program is to provide an accu-
) .__rate and flexible parameterization by using a low number of pa-
The blade shapes of PVD or CD profiles are almost arbitrafy meters so as the effort of optimizing is reduced. The imple-
and the number of degrees-of-freedom is high so an efficient 4anted solution uses the concept of superposition of a camber line
sign system without correlations is called for. A design systeq 5 thickness distribution. This was necessary so that the new
consisting of a parameterized geometry description, a fast Wgsciions could be incorporated into the available design system
dimensional flow solver and an optimization tool has proved to Rgnicy yses this technique, following Casgy0]. Both distribu-
an efficient way to evaluate the optimal set of parameters ff,q are described by four patches, two central Bezier patches of
given boundary conditions. Due to the two-dimensional optimizgyiger 4 and two linear patches for the leading and the trailing edge
tion, three-dimensional effects such as secondary flow and Wperig. ). In case of the thickness distribution the leading edge
leakage flow are neglected. This concession has to be made asythey, is replaced by an ellipse.
available three-dimensional Navier-Stokes codes are still too i €-Altogether, the geometry model ends up with 20 parameters, 10
consuming to be coupled with optimization algorithms, althougyr the " camber line and 10 for the thickness distribution for each
three-dimensional Euler codes which are adequate for water t[zqe section. Each parameter is directly or indirectly related to

bine designs can be incorporated, see Sallaberger BJalln-  yhe chord length. By scaling with the chord length, the final design
stead, the three-dimensional geometry of the blade is defined(B% thereforegeésilz be cl)b%a\i/\;lled. gmn, ! 9

the radial stacking of three planar secti¢hab, root-mean-square — gome of the parameters are not object of the optimization, such

(rms), and casing eac_h_of which is optimized separately usingg the chord length and the trailing edge radstually rTE/g,

the procedure shown iRig. 1. ) others are restricted or used as an initial value, such as the param-
_The geometry of one section is defined by a set of parametglig,s p7 to p10, because they are not independent of each other.

given by the genetic algorithnii.e., breeder genetic algorithm it the parameters p3 and p5 position and slope of the first point

(BGA)). Once the geometry has been generated by the geomeSfyaich 2 are defined. The position of the last point of patch 2 is
program (GEOM), preliminary checks are performed to ensure

that vital mechanical aspects such as cross section area, moment
of inertia or limitations concerning the curvature of the blade
shape are not violated. If any of these checks is not passed suc-

e a very rapid acceleration near the leading edge to avoid praé
mature laminar boundary layer separation or transition,

« a deceleration region, beginning very steep, but relaxing so
to keep the boundary layer form parametgrapproximately
constant, and n

« for the pressure side a nearly constant subsonic Mach numﬁs
distribution.

cessfully, the individual is marked as a “bad” individual and no Patch1 fg;"h 2 Zat°h3_ Patch 4
p2 A — p
P '
5
! H H H @ P P3 p6
Parametrisation|; | Check of i|simulation of Simulation of | 3
of geometry ] Geometry I design point characteristic [ 1
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Fig. 2 Parameterization of (a) camber line and (b) thickness
Fig. 1 Design system distribution
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given by p1 and p2 and, as this is the point of maximal camber,
the slope is also known. Parameters p7 and p8 finally specify the
inner polygon points. In the same manner, the second Bezier patch
(i.e., patch 3 is described. Arbitrary combinations of the param-
eters pl to p10 will result in a discontinuity of the curvature at the
transition of patch 2 to 3. Therefore p7 to p10 are varied in an
internal loop until continuity of the curvature is achieved. Fig. 3 Influence of moment of inertia on resulting profiles
What has so far been described for the camber line, is also trdeshed line: original; solid line: cross section area and mo-
for the thickness distribution, save that the first polygon point ¢fent of inertial taken into account )
patch 2 is defined as the location at which the ellipse with a minor

to major axis ratio of 0.3 shows the same slope as p3d. Typically, the terms of the fitness function are of different types,
like loss coefficients or angles. Without relating them to reference
Two-Dimensional Flow Solver values, the numerical values of flow angl@s units of degrees

The quasi-three-dimensional blade-to-blade solver MIS ould outweigh any improvement in the loss coefficidgpically

.03, as long as it is not compensated by a well-chosen weighting
V2.4.1 (Youngren and Dreld11]) has been chosen as the flow, . . . g
code for the optimization. This fast code describes the inviscI ctor. With reference values each component in the fithess func

flow using the steady Euler equations, while the viscous effec n has rt]h.e s?me order of r;lﬁagnlt:{?edagd ;htzﬂchmfce of apprloprl-
are modeled by the integral boundary layer equations. T gewelg ting factors is much simplified. Suitable reference values

coupled system of nonlinear equations is solved by a Newtof-n be obtained from experience or from existing profiles.
p ystem q y By definition, essential criteria have to be fulfilled without ex-
Raphson technique.

" ) ... ception. If they were included in the fitness function, their corre-
The boundary conditions are defined by those of the existi . A !
NACA stage. Beginning at the design point the inlet angle i onding weighting factors would have to be set at very high

. : . . vels, and—as explained above—the criteria would become so
\s/gé]eeds w]hIéeonl(s?ggrlggotr]h?hlenlteutrt')\{ljlaecr?cenlfgs/té?riscgynpsi‘tca;rl]lb E&: ;rr‘] é)mlnant_tha}t required criteria would no longer be relevant. This
higher. According to Abu-Ghannam and Shw@], there is no type of criteria is called “killer criteria” and checked beforehand.

f o o In the present case of an industrial axial compressor four killer
urther influence of turbulence on bypass transition for leve'(?riteria have been identified:
above 3%, so that the turbulence level is set to 5%. :

For all calculations the radius of the section is taken as constane the exit flow angle,
and the AVDR is set to unity, which means that both, stator ande. the moment of inertia,
rotor sections, can be optimized with no rotation. Adjustments for « the cross-section area, and
noncylindrical flow channel and therefore nonconstant radius ands the number of turning points on suction and pressure side.

AVDR>1 are made by modification of the desired exit flow angle. i ) ) )
The first of these is related to the achievement of the required

. . specific work and appropriate axial matching of the sections,

Breeder Genetic Algorithm and, the second and third take into account the bending and cen-

The breeder genetic algorithtBGA), developed by Mhlen- trifugal stresses, and the fourth is related to manufacturing re-
bein and Schlierkamp-Voosdn3,14], is based on the evolution quirements.
theories of Darwin and the genetics of Mendel. A population of Strictly speaking, the cross-section area concerns only the rotor,
individuals changes over a number of generations using thetin order to develop a standardized method for rotor and stator
mechanisms of selection, recombination and mutation, whereibys checked for the stator as well. The effect of taking into ac-
the best individual is always transferred unchanged to the nextunt the cross section area and the moment of inertia is demon-
generation(elitism). strated inFig. 3. Optimizing without these criteria leads to a pro-

According to the findings of former projects using this optimifile with littte camber, with the maximum thickness close to the
zation tool(see Sallabergd®] for details the parameters for the leading edge and a very thin trailing edge. On the other hand, the
optimization process were chosen to be 0.20 for the selectitgsulting profile with respect to the stress criteria shows increased
threshold, [ —0.20,1.2Q for the recombination interval and camber and a more regular thickness distribution. The previous
[—0.25,0.25 for the mutation interval. Starting with a populationshape might be superior in terms of loss coefficient and operating
size of 500 individuals, each following generation consists of 5@nge, but is of no technical interest.
individuals, which compromises the calculation time for one gen- So far the exit flow angle has been described and classified as a
eration and the number of generations needed until the optimurkiier criteria. This classification will now be examined in more

found. detail. A design which meets the exact exit flow angle is only an
It is worth noting here that the stringent convergence criteria
applied in the optimization procegsee beloyindicate that a true AB

optimum is found, and in this sense the results are independent of
the actual optimization algorithm that is used. Other systems of 0.08
optimization have been examindéhcluding gradient methods ABya
and neural networksbut none were found to be consistently bet-

ter than the breeder genetic algorithm. 0.0

0.04

Fitness Function

Experience obtained from former projects has led to the follow-
ing conclusions:

- O, (Oy)

0.02:

loss coefficient [-]

e Every term of the fitness function has to be associated to 0
suitable reference values so that the contributions to the fit- 25.00 30.00 35.00 40.00 4500 5000 55.00 60.00
ness value are all of the same order of magnitude. inlet angle [deg]

e The distinction has to be made between goals which are es-
sential and goals which are desirable. Only the latter shoulthy. 4 Parameter of the characteristic for the evaluation by the
be included in the fitness function. fitness function
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Fig. 6 “Convergence” behavior of the optimization process of

inlet flow angle [deg] the stator casing section
Fig. 5 Influence of weighting factor  a; on A B

It is interesting to note here that studies of the effect of the

weighting factorsa, andas did not substantially affect the design

acade_mic task, the designer will ra_thgr allow a defined toleran%q,the sections, indicating that the fullness and the width of the
especially as the methods for prediction of exit angle are not Pharacteristic close to low loss is probably similar for all axial

fect. Thus,_we ha_ve to dlstlngws_h between two cases. If the eégmpressor sections and is related to the global features of the
flow angle is outside of the specified tolerance, it is interpreted ASw rather than detail of the profile shape

a killer criteria and therefore the affected individuals excluded.
E_ut, if the an flow angle is within th_e tolerance, _|t is no Ionge_r a[ime Frame of Optimization Process
iller criteria. On the contrary, the exit flow angle is now an objec
of the optimization to meet the requirements as accurate as posThe optimization process is regarded as “converged,” if the
sible. For this reason, it is part of the fitness function, but thgest individual has not changed for more than 70 generations or
fitness value is only analyzed for those individuals whose estite 400th generation is reachésieFig. 6). There can, of course,
flow angle is within the tolerance. be no proof that with more generations a better individual would
The components of the fitness function to describe position angt be found. To test the risk of this, several sections have been
shape of the characteristic have been chosen according to the Riimized starting from different reference profiles and, with the
posal of Kdler et al.[7] and are sketched iig. 4. For the design convergence criteria given above, no differences in the optimized
point B, the profile shows a design loss coefficient @f.  profile could be identified even when starting from quite different
When decreasing or increasing the inlet flow angle, the losses vétarting profiles.
eventually start to rise until a loss coefficient double that of the This optimization process for one section typically requires
design point is reached. This range is defined as the operatiigput two weeks on a single DEC ALPHA ES40 processor,
range and the difference between the stall point and the desihereby the characteristic is only calculated if all geometrical
point is known as the safety against stall. For the inner 80% of tiiequirements are fulfilled and the exit flow angle is within the
operating range the average valug, and the standard deviation given limits for the design point.
ago are used to assess the flatness and the homogenity of the losghe time frame strongly depends on the section that is to be
characteristic. optimized. Rotor sections generally take longer than stator sec-
Altogether, the fithess function consists of 6 components  tions. This is due to the boundary conditiofmgher Mach num-
berg which require longer convergence times in MISESpe-

F-a wp | a ABrer| 2 ABstall ref e3+ wgo | * cially if shocks occur. The system has not been made parallel to
N wp ref 2l AB 3 ABga | wgo ref improve its speed, but on a multiprocessor machine different
o blade sections can be optimized in different processors at the same
g0 | B2 Baref | % :
80 2 2,re time.
+as +ag| 1+ |——— (1)
T80 ref B2 ref

whereby ref refers to values of the reference profile used to malﬁgsults of Optimization of Sections
each term nondimensional. It is interesting to note that becauserhe features of the optimized sections are in good agreement
the blade-to-blade code of MISES is able to predict the operatimgth the expected velocity profiles and boundary layer develop-
range and the loss coefficients, there are no elements of the fitnesnt expected for PVD and CD profilgsee introduction even
function which are related to the specification of optimum velogdhough no specific aspect of the fithess function is related to ve-
ity distributions or boundary layer distributions. locity distributions or boundary layer parameters. Clearly, the
Each component is associated with a weighting faat@nd an physics of the flow included in MISES is able to identify that the
exponente; . The exponent factorg; have not been used and aretypical velocity boundary layer distributions automatically mini-
all set to unity. It has been found expedient to examine the inflmize the fithess function chosen, which examines only losses and
ence of each of the weighting factoes separately. As an ex- operating range.
ample, the influence d; (responsible for the safety against stall One example of the results for the casing section of the stator is
is shown inFig. 5. given in Figs. 7-11. In these comparisons the reference data are
Increasing the weighting factoa; gives a higher margin the MISES calculation for the original NACA profile. In many
against stall through an increased stagger angle and leads to tesses the MISES simulation identifies problems that occur in this
incidence for high inlet flow angles. Furthermore, the leadingference section that could probably have been avoided by using
edge is thickened, so that the profile is less sensitive to incideneedifferent NACAG65 profile with different camber and stagger.
Both measures improve the safety against stall. On the other si@ie original design was carried out without the MISES results
due to the higher incidence for small inlet flow angles, the lossesing the procedure outlined by Casey and HugentdBleso that
are increased and the operating range towards choke is substaa-improvements given by the optimization process include some
tially reduced. effects due to the poor selection of the original reference profile.
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Fig. 7 Stator casing section. Camber and thickness distribution showing polygon points
(upper left ), geometry without stagger  (lower left ), and curvature (right ).

Geometric Features. On the right side oFig. 7 the curvature In this case all of the geometric “killer” criteria are fulfilled,
of the optimized camber [inéCL) is compared with that of the i.e. the number of turning poin{gressure side: 1; suction side: 0;
NACA profile whose camber is approximately a circular arc. ThEig. 7 right) and the cross section area and the moment of inertia
curvature in the front part of the optimized profile is increasedboth approx. 3% above their lower limit
while it is less over the rear 75% of the section, leading to the . . . . .
typical shape of CD profiles with a relatively low curvature to- Flow Features in Design Point. The positive effect of high
wards the rear of the blade. Additionally, the Iocation of the maxfzamber and thickness close to the leading edge is demonstrated in
mum thickness, which is at 40% of the chord length for thEid- 8. The flow at the suction side of the NACA profile is con-
now very close to its lower limit of 25% chord length, which hagdi-e. m"=0.05-0.06 inFig. 8) followed by a deceleration whose
been set to avoid too blunt leading edges. Finally, the new blageadient becomes increasingly steeper towards the trailing edge.
has a lower stagger angle than that of the NACA blade. When the adverse pressure gradient is too strong for the flow to
overcome, separation occufsig. 9). Consequently, the deviation
of the exit flow angle lies outside the desired tolerance and the
overall pressure rise is lower.

For the optimized profile the flow on the suction side is highly
accelerated and reaches its peak value shortly after the leading
edge at about 5% chord length. The deceleration which follows
starts with a strong gradient as in this region the boundary layer is
still thin and uncritical. When the conditions start to become criti-
cal, the gradient is weakened in order to stabilize the boundary
layer. This form of pressure distribution, often called “ski-slope”
is typical for PVD and CD profiles.

The effect of stabilization can also be seen on the boundary
layer form factor distribution HKFig. 8 right). After the transi-
tion, which occurs at the suction side right after the leading edge,
the form factor starts to rise slowly. With the reduction of the
deceleration gradient, thék-curve is flattened again and separa-
tion avoided, even though the stagger angle of the optimized pro-
file is less than that of the NACA blade. The resulting exit flow
Fig. 8 Pressure distribution and form factor ~ Hk of stator cas-  angle is within a 0.2-deg tolerance of the desired value.
ing section at design point While the flow at the pressure side of the NACA blade is de-
celerated, the optimized profile shows an almost constant pressure
distribution with a slight acceleration in the front part of the blade,
which delays the transition at the pressure side and reduces the
losses.

Flow Features at Off-Design. With increasing flow angle,
the velocity on the suction side close to the leading edge rises as
well and, in the case of the optimized profile, becomes transonic
(Fig. 10). The higher velocity of the new profile is due to the
lower stagger angle and the thickened leading edge, but, as a
thicker leading edge results in less sensitivity to incidence, the
velocity peak is not as distinct as for the NACA profile. The
effects of the optimized pressure distribution, which have already
Cotonis:5f Mach been described for the design poiiski slopg, are even more

Increment = 0.02 emphasized, the pressure gradient at the rear part of the blade is
very small. Still, separation cannot be completely averted, but
Fig. 9 Mach number distribution of stator casing section at compared to the NACA blade the separation is much smaller and
design point results in lower losses.
Journal of Turbomachinery APRIL 2004, Vol. 126 | 327
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Fig. 10 Pressure and Mach number distribution of stator casing section at high inlet flow
angle
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Fig. 11 Pressure and Mach number distribution of stator casing section at small inlet flow
angle

The lower stagger angle of the new profile, which has beenBiade Stacking
disadvantage at high inlet flow angles, becomes advantageous f
small inlet flow anglegFig. 11). Due to the higher stagger angle . . g )
and the thin leading edge the flow at the pressure side of tﬁrawty are typically used as the stacking line for NACAGS pro

: . : fes. This is possible, since all sections are members of the same
NACA blade separates immediately after the leading edge arnpg)file family and their shape, and therefore the location of the

the new blade is still working perfectly. Thanks to the smalle(l;enter of gravity, is similar. The optimized profiles tend to have a

: : : ifferent location of the center of gravity relative to the chord
stagger angle and the thicker leading edge, the predicted operaﬁhgg ; :
range is increased by more than 50%. ength for different sections over the span and so they are stacked

over the mean value for all sections instead.

Loss Coefficients. Similar results were obtained for the re- Originally, optimizations were performed for seven sections
maining stator and rotor sections. The loss coefficients of all seasross the span of each blade. This required a lot of computing
tions, each compared to the corresponding NACAG5 profile, atine, and the resulting shape of the blade turned out to be slightly
given in Fig. 12 For all sections the losses have been reducédegular across the span. The question arose, how many sections
significantly and the operating range increased. For the rotor hids a proper definition of the blade were needed. To answer the
section, it is clear that the original choice of the NACAG5 profilguestion, both the rotor and the stator blades have been built up by
was not at all good. The loss curve of the optimized profile is nousing only the hub, midspan, and casing sections. At the span
in the desired range, while a shift to higher inlet flow angles caralues corresponding to the four nonused sections the resulting
be found at the casing section of the rotor. profiles have been generated by interpolation and their loss coef-

%o build up the three-dimensional geometry, the centers of

sets therefore the lower limit of the operating range. At this poi
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Fig. 14 Three-dimensional Navier Stokes simulations. Overall
polytropic efficiency %, and total pressure rise  r, for the ex-
isting (filled squares ) and the new design (diamonds ).

which is required for the Baldwin-Lomax model. The calculations
were performed for a machine Mach number of M5 with

total pressure and temperature inlet and a massflow outlet bound-
ary condition, respectively. The calculations were considered to be
converged if the difference between inlet and outlet massflow is
less than 1%., which took an average calculation time per operat-
ing point of 27 hours on an SGI octane.

The guide vane stagger angle of the existing NACA stage was
chosen to be 60 deg, since this value was found by the measure-
ments to give the highest efficiencies. For the new stage, the op-
timal guide vane stagger angle is not known in advance. There-
fore, as an initial guess it was assumed that the difference between
its design and optimum stagger angle is the same as for the NACA
stage, which leads to a value of 65 deg. This assumption has to be
checked by the measurements.

The overall polytropic efficiency and the total pressure rise
(calculated for the % stageg of the existing and the new stage are
presented inFig. 14. The peak efficiency of the new stage is
higher with a flattened characteristic and as a result an increased
operating range.

Comparison With Measurements

Experimental validation of the optimised blading has been car-
ried out in the large high-speed 4 1/2 stage axial compressor
“Palue” in Sulzer Innotec, which has a hub diameter of 400 mm.
This compressor was also used for the measurements of the origi-
nal NACA 65 blading and for these new tests the annulus geom-

ficients compared to those of the optimized profiles. As can I§&y, and all instrumentation remained unchanged, the compressor

seen by the example of the statfig. 13), the difference is only

was simply fitted with a new set of blades. The instrumentation

small which means that three sections per blade are sufficient fagluded measurement of the volume flow in a calibrated nozzle,

the definition of the blade.

Comparison With Three-Dimensional
Simulation

inlet and outlet conditionéstatic pressures and total temperatures
upstream and downstream of the blading, and static pressures be-

Navier-Stokes tween each blade row.

Tests in this compressor follow a standard, and well-established
procedure whose objective is to derive measured stage character-

In order to test the performance of the newly developed prestics for repeating stage conditions at different stator vane stagger

files, calculations were carried out using the commercial CFBhgle settings. In these measurements the inlet guide vane and
package Fine/Turbo from Numeca. The geometrical model take@tor vane setting angles of all blade rows are adjusted to provide
into account all 43 stages of the axial compressor test rig ah geometry that repeats through the compressor. The annulus is
Sulzer Innotec as well as the inlet and exit part of the machine addsigned following Goede and Cadéy, and under these condi-

the tip clearances. tions there is one speed of the compressor which leads to repeat-

The mathematical model employs a steady, three-dimensiolivag stage conditions through the machine at the best operating

viscous turbulent Navier-Stokes solver with the Baldwin-Lomagoint. The establishment of repeating stage conditions can be con-
turbulence model incorporated. Furthermore, a central discretiZamed from the static pressure measurements on the casing. At the
tion scheme and first order extrapolation on rotor-stator interfacgiwen speed, the repeating stage conditions are then more or less
are used. The mesh consists-e2 million nodes with four pos- retained as stall is approached, but deviate from this as choke is

sible multigrid levels. This results in average- values of~3,

Journal of Turbomachinery

approached with the last stages operating at a lower relative pres-
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Conclusions

A design system for the blade sections of industrial axial com-
pressors has been developed. The method combines a parametric
geometry definition method, a powerful blade-to-blade flow solver
(MISES) and an optimization techniquéreeder genetic algo-
rithm) with an appropriate fitness function. Particular effort
has been devoted to the design of the fitness function for this
application:

OPT

1.00 1

NACA

0.75

np / 1’]p,opt [-]

« All terms in the fitness function are nondimensional with re-

spect to reference values.

Essential aspects of the desigsuch as the required flow

turning, or mechanical constraiptshould not be part of the

fitness function, but need to be treated as so-called “killer”
criteria in the genetic algorithm.

* It has been found worthwhile to examine the effect of the
weighting factors of the fitness function to identify how these
affect the performance of the sections.

» The fitness function only includes terms related to the re-
quired performance at design and off-design operating points.
Nevertheless the optimized sections have the typical velocity
and boundary layer distributions associated with CD and

sure rise. Note that at higher stagger angles a lower speed is PVD profiles.

needed to attain repeating stage conditions as the stage produce

higher work input. : ; . .
The measurements on this stage were completed in Decem Oérthe middle stages of an industrial axial compressor. The result-
profiles show an increased operating range compared to an

2002, during the submission process for this paper. The results) | . . ) e :
which are summarized iRigs. 15and 16, are highly satisfactory ;F%]l:ﬁ;t% ?;'ggnlés'r;?(p'\elﬁgégg Iprrzfe"g:ﬁrzmgﬁtglrgzrrﬁtl)%gﬂatcelz?he
with regard to the operating range of the stage, but unfortunate . . . .
the optimized blading did not achieve a better efficiency than tgr(]ec(talveness of the new profiles with respect to the operating
NACA 65 blading. In the short time available since the comple- ge.
tion of the tests it has not been possible to find an explanation for
mle; poor efficiency of the optimised stage. Work is continuing Oﬂcknowledgments

Figure 15 shows a nondimensionalized plot of the efficiency The authors wish to thank Dr. Ernesto Casartelli for the geom-
characteristic at the design stagger angle of the optimised and €tey program, Rudi ter Harkel and Paul Stadler for FINE calcula-
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optimised stage is significantly widéwith more than 30% more for his advices.
variability in flow) than that of the NACA 65 bladingzigure 16
demonstrates that the optimized stage achieves a similar wider
operating range than the NACA 65 blading at all stagger angl®¥menclature
and speeds that have been tested. In this figure the operating range pypr = axial velocity density ratie: p,Cyo/p1Cyy
is denoted by the flow range defined as the difference between the

0.50 T T T T
0.70 0.80 0.90 1.00 1.10

V1 /V1,design [-]

Fig. 15 Measured polytropic efficiency — #,/ 1, o Of the exist-
ing (diamonds ) and the new stage (filled squares )

She system has been tested on the design of a repeating stage

-k i v CL = camber line
flow coefficient at the point where the stage has 90% of its peak Cp = static pressure rise coefficienatp—p;)/q
efficiency (v1,99 and the flow coefficient at stallvg ) divided C, = axial velocity[m/s]
by the design flow coefficientif gesig) - HK = form factor=&*/6
_ INT = interpolated profile
V' VY b e .
Ay =22 e _1Sta (2) OPT = optimized profile
V1,design PS = pressure side
SS = suction side
U,, = blade speed at hutm/s)
04 a; = weighting factor of fitness function
: WO=85° -:®_75° e, = weighting exponent of fitness function
2 O_R5° k = curvature
@65 WO-65 ) o . 5
¢ O=70° i : m’ = meridional coordinate [[y(dr?+dZ%)/r]
03 - .@_600 —
©-80° o- p = pressure (N/rf)
- i pl-pl0 = parameter of camber line
. | 0-60°0 0550 | pld—pl0d= paramgter of thlcknes_s distribution
5 02 | g = dynamic pressure at inlet (Nfn
®=50° r = radius(m)
; ! rTE = trailing edge radiugm)
01} | Ot B OPT t = temperatureK)
®:40°¢ < NACA X = coordinate in chordwise directiafm)
; ©=35°% y = coordinate perpendicular to chordwise direction
0.0 (m)
Mu=0.45 Mu=0.50 Mu=0.54 z = coordinate in axial directiofm)
Fig. 16 Relative increase of operating range for original B = flow angle with respect to axial directiddeg
(NACA) and optimized (OPT) design at blade Mach number y = ratio of specific heat capacities
Mu=0.45, 0.50, and 0.54 and different stagger angles © ApB = operating rangédeg
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Subscripts

0=
1 =
2 =
80 =
90 =
D =
is =
ref =
stab =

Superscripts

= safety against stalldeg
= dimensionless operating

range= (Vl,QO_ Vl,stal)/Vl,design

= boundary layer displacement thickndgss)
= polytropic efficiency

(total-total)= y— 1/y In(pg2/ Por) /IN(tgz/to1)
stagger angle with respect to circumferential
direction (deg

= boundary layer momentum thicknega)

flow coefficient=C, /U,
density (kg/m)

stage pressure ratiopg,/po;
standard deviation

= loss coefficient (poo,is— Po2)/(Por— P1)

stagnation value

inlet plane

outlet plane

inner 80% ofAB

90% of peak efficiency
design point

isentropic

reference value

at stall

= 1st deviation

2nd deviation
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